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Abstract

This thesis deals with a higher order discretization of incompressible flow problems using the Hybrid
Discontinuous Galerkin Method. It aims to introduce an appropriate and computationally efficient
Hybrid Discontinous Galerkin formulation for the most important model problems of incompressible
fluid flow, namely the convection diffusion equation and the incompressible Navier-Stokes equations.

The main contribution is the derivation, discussion and analysis of the Hybrid (exactly divergence-free)
Discontinuous Galerkin method which results from the combination of the following three modern and
promissing concepts in the field of (Discontinuous) Finite Element Methods:

The first of those concepts goes back to [CGL08] where the hybridization of Discontinuous Galerkin
Methods is proposed resulting in the Hybrid Discontinuous Galerkin Method which by construction
compensates for the computational disadvantages of Discontinuous Galerkin Method and thereby al-
lows for a more efficient use its advantages. Linear systems of equations stemming from a Hybrid
Discontinuous Galerkin formulation can be reduced to interface unknowns similar to the static con-
densation approach. This reduces the computational effort of Discontinuous Galerkin Method.

The second concept is motivated by [CKS05] where it was shown that Discontinuous Galerkin Methods
for the Navier-Stokes equations should provide exactly divergence-free solutions in order to be stable
and locally conservative. This leads to the idea of using divergence-conforming Finite Elements, which
are normal-continuous across element interfaces, instead of using completely discontinous ones.

In [Zagl06] and [SZ05] a strategy for the construction of conforming higher order Finite Elements for
H', H(curl), H(div) and L? based on the exact sequence property of those spaces is proposed and
discussed. This approach leads - beside other advantages - to a natural separation of the H(div)-
conforming Finite Elements into basis functions which are relevant for the discrete solution of the
incompressible Navier-Stokes equations and those which can be neglected (a priori). This leads to a
reduction of the number of unknowns.
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Introduction

Motivation

The numerical solution of partial differential equations (PDE) related to (incompressible) flow problems
is an important issue in many engineering applicitions. Facing the task of solving partial differential
equations numerically, one has to choose between quite many different available methods. In Com-
putational Fluid Dynamics the Finite Volume Method as well as the Standard (Continuous Galerkin)
Finite Element Methods (CG FEM) are often used as they - in contrast to the Finite Difference Method
- also work on unstructured meshes.

The concept of Standard (Continuous Galerkin) Finite Element Methods (CG FEM) is based upon the
variational formulation of the PDE. An approximation to the PDE is achieved by replacing the infinite
dimensional space in which the variational formulation is posed by a finite dimensional subspace which
normally uses (element-) piecewise polynomials which are continuous across element interfaces. This
allows for increasing the order of approximation quite easily also on unstructured meshes as only the
polynomial degree has to be increased (given that the solution is sufficiently smooth). However, the
CG FEM suffers from stability issues for convection-dominated flows and the lack of a conservation
property. Finite Volume Methods (FVM) on the other hand, which are frequently used in engineering
practice and are build upon the balance of in- and outfluxes on a control volumes, have neither of
these problems. But here the problem is that providing higher order approximations with Finite Volume
Methods is hardly possible.

A modern approach which combines the features and overcomes the draw-backs of both methods is the
use of Discontinuous Galerkin Finite Element Methods (DG FEM). It is also based upon a variational
formulation but this time the finite dimensional space is not taken to be a subspace of the infinite
one. Instead, the finite one uses discontinuous functions, which are not allowed in the continuous
setting. As the DG FEM approximation with piecewise constant functions coincides with the use of a
Finite Volume Method the Finite Volume method is, in a sense, a subclass and thereby its conservation
property can be inherited to the DG FEM. Although all stated problems of FVM and CG FEM can be
solved with DG FEM, DG FEM has one (big) disadvantage:

It introduces considerably more unknowns as CG FEM or FVM. Especially linear systems arising from
discretizations with DG FEM are considerably larger and less sparse as a lot of couplings between
unknowns of different elements are introduced.

One approach to tackle this problem is the concept of hybridization which has already been used
for discretization such as mixed methods (see [BF91]). The general concept which also allows the
hybridization of DG FEM was proposed in [CGL08|. This approach leads to the Hybrid Discontinuous
Galerkin Finite Element Method (HDG FEM) which is the major subject of this diploma thesis. As we
will see, HDG FEM is actually a subset of DG FEM, but allows for a more efficient solution of linear
systems stemming from the discretization.
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For the incompressible Navier-Stokes equations it was shown in [CKS05] that DG FEM discretiza-
tions have to provide exactly divergence-free solutions to ensure a locally conservative, energy-stable
and optimally convergent method. This motivates the use of divergence-conforming Discontinuous
Galerkin Finite Elements and, to combine this with the aspects mentioned before, to transform it to
a HDG FEM formulation. Furthermore the construction of higher order divergence-conforming Finite
Elements possesses another potential. The construction of those Finite Elements can be based on the
exact sequence property of the Sobolev spaces H', H(curl), H(div) and L? which allows for further
improvement of the HDG FEM formulation for the incompressible Navier-Stokes equations. For this
type of construction, a natural separation of the Finite Element space takes place. One subset of this
Finite Element space can then be removed without consequences on the approximation of (strongly)
divergence-free velocity fields. This reduces the total number of unknowns compared to other dis-
cretizations.

The above adressed issues are only problems in the spatial discretization and adding time integration
with the method of lines seems to be clear. Here you normally use either fully implicit or explicit
methods, like Runge-Kutta schemes. But the structure of convection diffusion equations - and the
Navier-Stokes equations belong to this class of equations - can be considered for by semi-implicit time
integration methods. Those combine the features of implicit and explicit methods resulting in a method
which has to solve linear systems of equations which are far more easy to handle than those arising in
fully implicit schemes but whose time step restriction - basically - only depends on the convection term
of the PDE which is a mild condition compared to time step restrictions for fully explicit methods.
As this approach is not as famous as the fully explicit and fully implicit counterparts, we will at least
present higher order time integration schemes of this kind, which have been proposed in [ARW95] and
[ARS97], the so called IMEX (implicit-explicit) schemes.

As two model problems on which we'll apply the above indicated strategies we consider the scalar
convection-diffusion equation and the incompressible Navier-Stokes equations.

Organization of the work

The thesis is organized as follows:

Chapter 1 derives an HDG FEM formulation for the steady scalar convection diffusion equation by
considering an HDG FEM formulation for each limit case, i.e. the pure convective one (linear transport
equation) and the pure diffusive one (Poisson’s equation), first and joining them afterwards. Com-
parisons and relations to other (e.g. Discontinuous or Mixed) Finite Element Methods are discussed
and a rather complete a priori error analysis is carried out. In addition, numerical examples and the
discussion of properties and computational aspects substantiate the potential of Hybrid Discontinuous
Galerkin Methods.

Chapter 2 translates the discretization discussed in chapter 1 to the steady incompressible Navier-
Stokes equations. Before the new divergence-conforming HDG formulation is introduced an extra
section about the constructing of higher order H (div)-conforming Finite Elements is given. This sec-
tion includes the discussion of the construction proposed and discussed in [SZ05, Zagl06] which allows
for the reduction of the number of unknowns. Starting from the Stokes problem the new discretization
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of the steady incompressible Navier-Stokes equations is analyzed and discussed.

Chapter 3, which is about time integration (especially of semi-implicit type) for Navier-Stokes and
convection diffusion equations, brings the diploma thesis to the conclusion. Therein the IMEX time
integration method is derived and two different approaches to achieve higher order time integration of
semi-implicit type are suggested.

The Appendix includes a summary of the notation used through out the thesis, some elementary
inequality and the definition of some orthogonal polynomials. Furthermore two (more involved) proofs
which were moved from chapter 2 can be found at the end of the appendix.

Requirements on the reader

The reader is presumed to have basic knowledge of the Finite Element Method including basic knowl-
edge of functional analytic concepts. No knowledge of nonconforming Finite Elements like DG FEM
is required.

Implementations

All implementations used for the numerical examples in chapter 1 were carried out with the open
source software package NETGEN/NGSolve. NETGEN is an automatic mesh generator which is available
at

http://sourceforge.net/projects/netgen-mesher

The Finite Element Library NGSolve which comes as an Add-On to NETGEN is also open source and
available at
http://sourceforge.net/projects/ngsolve

It already includes the proposed HDG discretization for the scalar problem.

Implementations of the Stokes and Navier-Stokes discretization discussed in chapter 2 and also the
time integration schemes of chapter 3 can be found in the NGSolve-Add-On package ngsflow which
is developped by Joachim Schoberl and the author. It is available under

http://sourceforge.net/projects/ngsflow

and is able to solve the steady and unsteady incompressible Navier-Stokes problem on unstructured
(hybrid) 2D and 3D meshes with arbitrary polynomial degree.



Chapter 1

The Hybrid Discontinuous Galerkin method
for steady scalar convection diffusion
problems

1.1 The scalar convection diffusion problem

Convection diffusion equations model the transport of a scalar quantity - denoted by u - which may
be a concentration of a species or the temperature. It is a conservation law which accounts for two
superimposed mechanisms: The first one, the convection, is the transport of the scalar quantity along
a given stream b and is a directed phenomena (information moves downwind, information speed is
limited). The corresponding convective flux is simply bu. Convection is superimposed by diffusion
which describes the exchange of momentum, concentration or temperature of neighbouring particles
on a molecular level and so is not directed (information goes in all directions and propagates infinitely
fast). The corresponding diffusive flux is —eVu, where ¢ is a scalar for isotropic diffusion, which is the
standard case. The right hand side of the convection diffusion equation describes sources and sinks for
the scalar quantity. So if you balance the change of the scalar in time and the total in- and outgoing
fluxes with sources and sinks on an arbitrary control volume you end up with the convection diffusion
equation:

ou

ot

This type of equation arises in many flow problems and other physical applications like semiconductors.
The steady Navier-Stokes equations which will be discussed later in chapter 2 are a vector-valued version
of the convection diffusion problem, where the momentum pu is the quantity which is transported with
the velocity u and superimposed by viscous effects which are of diffusive character.

Our objective in this part is to solve the following scalar convection diffusion equation (with appropriate
boundary and initial conditions) numerically. The problem reads

+div(—eVu+bu) = f

%u o div(—eVu+bu) = in Qx [to, T],  div(b) =0
U = Up on FDX {to,T]
% =g on I'y X [to, T] (1.1.1)
g—g—i—ﬁu =h on ' X [to, T

U = Ug oantO
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where € is a bounded open domain in R, d = 1,2,3 with boundary 02 = I'p, UTx UTR. The
boundary parts I'p, 'y and I'g denote the part of the boundary where Dirichlet, Neumann and Robin
boundary conditions are prescribed respectively. [to,T] C R describes the time interval, where ¢ is
the start time where the initial condition u is prescribed and 7' is some later time.

The spatial domain is decomposed into a shape regular partition 7, of € consisting of simplices 7.
The element interfaces and element boundaries coinciding with the domain boundary are called facets.
Furthermore the set of those facets E is denoted by F}, and there holds Urcz, 0T = Ugcr, E.

Note that we always assume that the convective velocity b is divergence-free which is reasonable if we
assume that it comes from an incompressible flow field.

In this chapter we will only consider steady problems, i.e. % = 0 for now. The structure of this
chapter is as follows:

First we will look at one limit of the convection diffusion equation, the poisson's equation, where the
convective velocity is set to zero (||b|| = 0) and only the purely diffusive phenomenon is described.
The Hybrid DG formulation is introduced, discussed and a complete a priori error analysis is carried
out. The other limit of the convection diffusion equation (¢ = 0), which is the pure convective (linear
and hyperbolic) one, will be the topic of the next section where the discretization of the convection
with hybrid DG is presented and analyzed. Both cases will be joined afterwards to handle the full
convection diffusion equation and the a priori error analysis for this case will be reconstructed from
joining the analysis of both limits. As the major advantages and key properties of the Hybrid DG
method are the same in all three parts, at least from a computational point of view, computational
aspects will be discussed in more detail after the a priori error analysis. We conclude each section with
numerical examples which shall highlight the features of the proposed Hybrid DG method.

1.1.1 State of the Art

For most elliptic problem the standard Finite Element method which we will call CG for “continuous
Galerkin” is a convenient choice. Nevertheless there are situations where discontinuous formulations
have their advantages. The CG method lacks desireable properties like conservation and the ability
to represent “nearly discontinuities” on coarse meshes which might come up at material interfaces
for example. An additional problem appears as soon as you leave the pure elliptic problems to con-
vection diffusion problems. In the pure convective limit Discontinuous Galerkin methods which we
call DG methods seem to be the more convenient choice, then. So you probably want to use a
methods which can naturally be extended by DG formulations. To circumvent problems of the stan-
dard Finite Element method with convection diffusion equations there are conforming approaches like
streamline upwind Petrov Galerkin, Galerkin least squares and adjoint Galerkin least squares methods
(see [ESWO05],[DHO03]) which base upon the idea of adding diffusion numerically only in streamline
direction and only in a consistent manner by formally exchanging the test functions of the variational
formulation. Those methods certainly solve the stability problems of CG, but are often criticized to be
overdiffusive.

A more general approach is the use of Standard DG formulations for elliptic operators like they are
discussed in [ABCMO02]. As hyperbolic equations can be included more naturally to DG methods than
to conforming methods, the way to convection diffusion equations for DG methods is easy. Neverthe-
less this convenience comes with the prize of more unknowns and larger stencils.

Another approach was proposed by Egger and Schéberl in [ES09] where a mixed method for the dif-
fusive part in hybridized form is coupled with a hybridized DG upwind method for the convective part.
Here, even more unknowns have to be considered as in the DG case, but the stencil and so the nonzero
entries in the matrices are dramatically reduced.
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Our approach is strongly connected to the last two approaches. We use a Hybrid Discontinuous
Galerkin method for the elliptic problem like they are presented and discussed in [CGLO8] and the
same hybridized DG upwind method as in [ES09] and couple both.

Another also promissing idea is presented in [DG10]. Therein a Discontinuous Galerkin method with
test functions differing from the trial functions is used, where the test functions are specifically tailored
for stability resulting in a Discontinuous Petrov-Galerkin formulation which achieves L? best approxi-
mation for the linear transport equation. Thus the method also convergences optimally in the L? norm
which does not hold for the above mentioned methods (including ours).

1.2 The Hybrid Discontinuous Galerkin method for second or-
der elliptic problems

1.2.1 Introducing the method

In this section we consider poisson’s equation:

—div(eVu) =f in
U =up onI'p
% —g on Ty (1.2.1)
%Z + 6?,6 =nh on FR

As we want to use a discontinuous Finite Element approximation of the weak solution u € H'(Q2), we
look at the space of (element-)piecewise H'(T') functions which form the broken Sobolev space

HNT;) = {u € L(Q),u € H\(T) VT € T;}

On each element we approximate the H'(T) functions u with functions u; which are polynomials up
to degree k € N, but discontinuous. Thus there only holds

uplr € PHIYYT €T, = u,€ HY(T,) C LX) (1.2.2)

When solving poisson’s equation with CG you multiply the equation by a test function and integrate
by parts on the whole domain to obtain a weak formulation. Due to the fact that the functions are no
longer assumed to be H'(§2) regular but only H'(7}) regular, partial integration on the whole domain
can no longer be applied. Thus, we integrate by parts on each element T' € 7}, instead.

Starting with the problem

Find u € H'(Q) st. — / div(eVu) vc@:/ fode Vo € HY(Q)
JQ Q
with Hy () == {u € H'(Q),u=0o0nTp}

and formally doing integration by parts on each element I € 7;, we get a new variational problem for
ue HY(Q) and v € HY(T})

— Z /Tdiv(eyu) vdx = Z

TeT, TeT,

{/T€Vqudx—/8 gauvds}: > [ fedr (123

T aﬁ TeT),
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VAV A

) linear 2D CG DOF ) linear 2D DG DOF ) linear 2D HDG DOF

Figure 1.2.1: Degrees of freedom for different schemes

Note that we don't move the integral terms of the domain boundary on the right hand side. Thus we
don't get Neumann boundary conditions as natural boundary conditions yet.

At this point we introduce additional unknown functions ur € L?(F},). Those functions only exist on
the facets and for the true solution they represent the trace of u. The computational advantages of
those additional facet functions, which are the essential ingredients of Hybrid DG, will be discussed
later. In order to illustrate the situation, the degrees of freedom(DOF) of this method compared to
those of CG and DG (for linear approximations in 2D) are schematically drawn in figure 1.2.1.

The above formulation obviously requires more regularity than u € H*(7}), namely u € H*(7;,) with
s > 3, in order to make the normal derivative well defined. But, for ease of presentation, we will
assume u € H*(Ty,).

The assumption u € H'(Q) is now extended by an additional H?(7}) regularity assumption. The
spaces we will use on the continuous and the discrete level are V' and V}, and are defined in the
following.

V= {(u,up)  u € HY(T) N H(Q),up € L3(Fy)}

{ (1.2.4)
Vi = {(u,uF):uepk(T) VT €T up € PHE) VEE]:h}

Here, u € H?(7y,) implies that u is in H?(T') for every element T' of 75, but no continuity constraints
are imposed on element interfaces. Dirichlet boundary conditions are posed on the facet functions
only. Then, the spaces with (inhomogeneous and homogeneous) Dirichlet boundary conditions for the
facet unknowns in it! can be defined analogously:

Vb = {(U UF) € V,ur =up on FD} Vo {( F) € V,ur =0on FD}

1.2.5
Vh,D = {(u uF) EVh,uF—uD on FD} VhO :{(u ) EVh,quoon FD} ( )

With these choices for the discrete spaces another problem with the current form of the new formulation
becomes evident: functions of neighbouring elements are independent from each other, such that all
(element-)piecewise constant functions liein the kernel of the left hand side bilinearform. So, we have
to put some additional work into the formulation to overcome this problem. In essence, we achieve
that by adding some consistent terms to the bilinearform. They either make use of the fact, that the
exact solution is continuous across element interfaces or that the flux —eVu is normal-continuous.

Limposing boundary conditions strong for the facet functions is like imposing them weakly in a Standard DG manner
(see section 1.2.2.2)
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The latter justifies the following relation:

Z /8T8% vpds = {/ 5— vpds—l—/g— UFdS}

TGT EEfL7Lt
=0 for true solution (1.2.6)
ou ou
+ > /ea—vpdg— 58—vpds
peFget VB O

where we used F¢' := {F € Fp,; ENIQ # 0} and F" .= {E € Fp,; ENON = 0} for the set of
all interior and exterior facets.

For inner facets we get element boundary integrals from both sides which cancel out for the true
solution. Thus if we add (1.2.6) to (1.2.3) and plug in the boundary conditions for the new integral
terms and introduce [v] := v—uvp where the abbreviation v in contrast to the expression (v,vr) is
written bold:

Find (u,ur) € Vp, such that for all (v,vgr) € Vj there holds:

{/ Vqudx—/dT gn[[]]ds}—i—ﬁ/ e uvpds (127)
Z/fvdx+/ ngpds+/ € hvpds

TeT,

TeTy,

Due to (1.2.6), Neumann boundaries appear as natural boundary conditions in this variational for-
mulation again. We add additional terms, which now make use of the H'(Q)-regularity of the exact
solution, which ensures that for (u,ur) € V there holds [u] = v — up = u — tror(u) = 0 on each
facet. Thus by adding integrals on each facet, which contain this term, we add only consistent terms,
and then element neighbours couple, even though only indireclty, with each other. We choose to add

ov
— 6T€ o [u] ds for symmetry
and
/ e [u] [v] ds for stability
ar

with some stabilization parameter 73, which has to be chosen appropriately.
We can also make use of the consistency relation to exchange u with up at the Robin boundary
integral. After those manipulations we get the bilinearform

B ((u,ur), (v,vF)) := PN {/ Yu Vvdzx _/a 5 Ou [v] ds

T On

(1.2.8)

or On

— 68— ds—l—/ e | ]}[[v]]ds}—l—ﬁ/ € up vpds
T'r

The insertion of the last two consistent integrals are degrees of freedom to tune and control the method
and so the proposed bilinearform is certainly not the only reasonable choice you could make. In the
section 1.2.2 we will try to understand the properties and the relations of this formulation to other
methods. As this method has some obvious similarities to the Standard DG symmetric interior penalty
method, we also want to mention that some other DG methods like the NIPG method or the DG
method by Baumann and Oden (see also [ABCMO02]) can be easily translated to a similar hybridized
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version.

The most important properties of the proposed formulation are symmetry, coercivity for sufficiently
large 75, (we will discuss this later) and consistency. Symmetry is obvious, consistency and coercivity
will be further discussed in section 1.2.3.1 and 1.2.3.2.

For ease of notation, we will often denote the pair (u,ur) as u and also shorten the notation for the
bilinearform by B, (u,v). Thus our discrete problem reads

Find u € V}, p, such that for all v.e V} :

Bi(u,v) = (f,v) = > /Tf vdx+/FNagvpds—|—/FR€hvpds

TeT,

(1.2.9)

Several advantages come up when using this kind of Hybrid DG methods:

e Conservation of a discrete flux (see 1.2.4) like Standard DG or mixed methods

e Standard FEM like elementwise matrix assembling as neighbouring degrees of freedom don't
couple directly (see 1.5.2). Inner degrees of freedom can also be eliminated by static condensa-
tion.

e Extensions to DG schemes for convection diffusion problems can be considered for quite easily

Remark 1.2.1 (Stabilization paramater):

For a sufficiently large stabilization parameter 73, > 7 the method is stable. This parameter depends
on the size and shape of the neighbouring elements of a facet. From scaling arguments it is also clear
that 75, should scale with % where h is a characteristic length of the neighbouring elements. When we
show coercivity in 1.2.3.2 we'll see that the 7;f can be explicitly derived from inverse inequalities.

Remark 1.2.2 (Non-Uniqueness of the Abbreviation “HDG method"):

In this work the proposed symmetric interior penalty HDG method will be adressed as the “HDG
method” even though the correct designation would be the somewhat more lenghty expression “hy-
bridized symmetric interior penalty Discontinuous Galerkin method”, which distinguishes it from other
HDG methods that could also be used (see [CGLO8]) . Most of the important results presented in this
work that hold for our particular choice, the hybridized symmetric interior penalty DG method, can be
translated to other HDG methods as well.

Remark 1.2.3 (Dirichlet boundary conditions):

If Dirichlet boundary conditions are used corresponding degrees of freedom can be removed from the
formulation. This can be done by shifting domain boundary integrals of the bilinearform B}, on the
r.h.s.. The necessary adjustments on the linearform (f, v) then lead to a modified variational problem,
which incorporates Dirichlet boundary conditions in a “Nitsche” way. Another possibility is to plug in
the boundary conditions on the matrix-vector level after discretizing the variational formulation . Of
course, both ways end up with the same solution. However, our analysis will be carried out including
Dirichlet boundary facet functions, thus the bilinearform does not have to distinguish between exterior
and interior facets, which simplifies the notation.
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1.2.2 Characterizations of the method

The HDG method is deeply connected to other Finite Element methods and can be derived in different
ways. We want to briefly highlight the relation to (hybridized) mixed methods, Standard DG methods
and an alternative HDG formulation. As we will see, the proposed method is actually equal to one
specific hybridized mixed method, one specific Standard DG method and also to the alternative HDG
method. Nevertheless the methods are derived from different point of views. At the end of the section,
after the several relations to other Finite Element methods are discussed, an attemp to visualize the
interconnection between the different formulations, and thereby summarize this section, is made.

For ease of presentation we don't draw special attention on the treatment of boundary conditions,
meaning we assume homogeneous Dirichlet boundary conditions on the whole boundary. However, for
all three approaches different boundary conditions can be easily considered for.

1.2.2.1 HDG as a modified hybridized mixed method

Mixed methods
As a starting point we reformulate the second order problem —div(eVu) = f, equation (1.2.1) as a
first order system by substituting the flux ¢ = —eVu

1
2 T Nu =0y, (1.2.10)
div(g) = f

The appropriate spaces for a weak solution are H (div, ) for o and L?*(Q2) for u. After test with 7 and
v) and applying partial integration on the gradient part, we end up with the standard mixed method

for the poisson equation?:3
(lo,0)e  — (udiv(t)e = (~up,m)oa  Vze€H(div,Q) (1.2.11)
—(div(g),v)q = (=f,v)q Ve L*Q) -

The appropriate discrete spaces X, and @, are H(div, 2)-conforming and discontinous Finite Element
spaces, respectively.
¥, C H(div,Q) , Qn C L*(Q)

If we choose 33, to be an H(div, Q)-conforming finite element space of order* k + 1, which we'll label
with 3 and @), to be the piecewise polynomial space up to order k, which we'll label with QF,

you can show stability and optimal convergence rates for the error (||u — uy||32 + |0 — 0h||%2)% (see
standard text books, e.g. [Brae97]). The construction of H (div, 2)-conforming Finite Element spaces
will be discussed in more detail in section 2.2.

One advantage of this method is the conservation of the flux 0. But the disadvantage compared to
CG is that you have solve a saddle point problem with considerably more degrees of freedom. This
disadvantage can be circumvented with hybridized mixed methods, which we'll discuss next.

2for standard mixed methods you often choose o = eVu and so you end up with different signs

3when looking at mixed systems we will use the inner product notation instead of integrals

*The order of an H(div, 2)-conforming space describes the maximum polynomial order of the polynomials itself not
of the divergence. RT( and BDM are, by this definition, examples for X} .
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Hybridized mixed methods

For mixed methods the primal unknown is chosen to be discontinuous and the flux is introduced as a
new unknown with normal continuity incorporated in the space X, so we directly get conservation of
the mixed method. When using hybridization techniques, you break up the normal-continuity constraint
for the Finite Element space and use lagrange multipliers to reimpose the according constraint. We
achieve that by multiplying (1.2.10) with testfunctions and integrating elementwise over the whole
domain. When doing integration by parts on every element, boundary terms for all element interfaces
appear. We then define the trace of u on the boundary of each element as new unknowns ux and use

them as lagrange multipliers for the conservation-constraint [¢], := c™n"™ + o n~ = 0 (in a weak
sense):
Find (0,u, up) € Si . X QF x FF, such that
Yrer, (20,T)r —(u,div(T))r  +(ur,)or = 0 VI € Sitiee
Yrer, —(div(a),v)r = (~f,v)g YoeQ@t  (1212)
Yorer, (0-n,vp)ar = 0 Vop € FF

where FF = {v € L?(F,);v|or € P*} is the space of (facet-) piecewise polynomials. All element
unknowns u and ¢ only couple with other unknowns of the same element or the facet unknowns up.
The (element-)local problems are furthermore uniquely solvable (see [BF91]) and so the linear system
can be reduced to the facet unknowns by static condensation. A remarkable property of the final linear
system for the facet unknowns is the symmetric positive definiteness.

Until this point, you might see the hybridization as an implemenatation trick. But after solving the
linear system for the facet unknowns, you can enhance your discrete solution even more: The solution
up, which describes Dirichlet data to local problems, can be used for (element-)local postprocessings
like they are discussed in [BF91] to gain an order k + 1 reconstruction of the primal variable .

Hybrid DG methods

The third equation of (1.2.12) ensures continuity of o and so conservation of the hybrid mixed method.
Another possibility of ensuring conservation without enforcing continuity of ¢ is to pose a condition
on a numerical flux & instead. To get there, we integrate both div-terms by parts and replace ¢ - n
by 6 - n. Now as we did integration by parts we have to adapt our Finite Element spaces. Now we
choose the primal variable u of one order higher than ¢, s.t. Yu and ¢ lie in the same space. The
new problem reads:

Find (o, u,ur) € [Q} '] x QF x FF, such that

Yrer, (10,T)7 + (Vu, )y + (up —u,To)or = 0 vz e [Qy ']
Sren (o, V'v) — (6-n,v)or = (~f,v)a Vv th (1.2.13)
Yorer, (6-n,vp)or = 0 Vop € Ff

Here you can use several appropriate fluxes. Choosing & = ¢ would lead to a formulation which is
equivalent to standard mixed methods again. If we test our primal HDG-IP formulation (1.2.9) and
(1.2.8) with (0,vr), we see that we already (implicitly) used the third equation of (1.2.13), s.t. our
numerical flux is
& _ou - 2.14
fo 68@+€Th(u up) - n (1.2.14)

With the linear and element-local lifting operator £ : L?*(0T) — H(div, T') which fulfills

n

/Té(w) Tdr = /a:rw T-nds V1 € H(div,T) (1.2.15)
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we can formally rewrite the first equation of (1.2.13) as

1
/(0+Vu)7dx+ (up —u) 7-nd
T \ & oT

\ »

/(iaJrVquL(uF—U))de:O Vel
T

Thus the strong form for ¢ reads:
o=—cVu+eLl(u—up) (1.2.17)
Plugging (1.2.14) and (1.2.17) into the second equation of (1.2.13) we get Vv € Q}:

o

TeT,

/5zuyvdg—/5é(u—uF) Evdg—/ 5gu vds + Th(u—uF)vds}:/Qf vdx
T

T or On oT
(1.2.18)
If we plug the numerical flux of (1.2.14) also into the third equation of (1.2.13) and multiply by —1
we get:

Ju

Z /7 n vpdx Z / e— vpds —/ Th(u — up) vpds} =0 (1.2.19)
TET, TeTh{ or  On or

Adding equation (1.2.18) and (1.2.19) together, we end up with the primal formulation of Hybrid DG

again (compare (1.2.8))

Bu(u,v) i= ”{/ Vquda:—/ gZ[[]]ds—/dT gfl ds+/ 7 [ ]][[V]]ds}
o (1.2.20)

where u and v are taken out of QF x FF =V}

Remark 1.2.4 (Reducing the number of facet unknowns):

If we compare our approximation abilities with respect to the facet unknowns’ polynomial degree,
we notice that for the hybridized mixed method we can achieve approximation of order k£ + 1 for u
(after postprocessing) when using polynomials of order k on the facets. In (1.2.13) we just achieve
approximation of order k when using polynomials of order k& on the facets, so we want to briefly discuss
how to overcome this drawback.

The reason we take up and vp of polynomial degree k is that & - n is of degree k(see third equation
of (1.2.13)). If we modify § - n s.t. it is only of polynomial degree k — 1, the test function vy and
so the lagrange multiplier upr can be taken from F,’f‘l, what is our goal here. So the global degrees
of freedom (meaning those which can not be condensated out on the element level) could be reduced
further. To achieve this, we could introduce an L?-orthogonal projector P,_;, which projects into the
space of (facet-) piecewise polynomials of order k — 1 and adjust our numerical flux:

0
6-n=—c2" 4 ery Py (un — up) (1.2.21)
on
With this flux and the L2-orthogonality of the projector we get a new bilinearform for which we now
take u and v in QF x Ff~1:

Bp(u,v) = > {/Ts Yu Vvdz — L an [[v]] ds —|[ ¢ ov [u] ds —l—/aTThg Py _1[u] Py_1[v] ds}

Tet, ar On
This “optimization” of the bilinearform only makes sense as long as we have pure elliptic problems. As
soon as we add convection we need up and vp to be of order k again. That's why the a priori error
analysis does not include this “optimization”.
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1.2.2.2 HDG as a Standard DG method

For standard Discontinuous Galerkin methods, there is a lot of work going on for many years and a
lot of theory has been derived for them. In this small part we want to derive a representation of the
proposed HDG method which fits into the framework of Standard DG methods. As we presented our
HDG method in a primal formulation, the reformulation as a Standard DG formulation in primal form
is the most natural approach. From the characterization of the HDG method as a hybridized mixed
method, we know that the equations corresponding to the facet degrees of freedom ensure conserva-
tion of a numerical flux. But you can also derive an expression for the lagrange multipliers uz from
those equations. By doing so we eliminate ux, return to Standard DG unknowns and get a primal DG
formulation. Afterwards, we will conclude this excursus with the numerical trace @ and flux ¢ of the
HDG method.

Eliminating the facet unknowns up

We eliminate the facet unknowns uy of a discrete solution of the variational problem. We can do that
for a facet E € F, by testing equation (1.2.9), (1.2.8) with v = (0,vr) where vp € L*(E). Adding
up the terms of two neighbouring elements we get (with {-}} the arithmetic average of both element
values)

/E [eYa] vpds — 2 /E (Irheul — fmedur) vpds =0 (1.2.22)

In strong form ® this means
= {rneul  1[eVy]
{{Th€}} 2 {ThE}}

(1.2.23)

DG represenation of the HDG-jump operator [u]

Now we want to make use of this representation and plug it into the bilinearform so that we end up
with a formulation which is directly comparable to other DG methods. For ease of presentation, we
will assume ¢ = 1 and 7;|p = const on each facet E, s.t. up = {u} — 1[Vu]. Plugging relation
(1.2.23) into the bilinearform By, (-, -), we get rid of the additional unknowns u and so the additional
test functions on the facets are no longer required. All jump terms for the test functions [v] = v —vg

now just get v and [u] is:
1 . 1
[u] = u—p =5 ([l +—[Vul.)

where we used u — {u} = $[u]" with [u]” := u — u*"* the DG jump operator and u*** the neighbour
elements’ value®. This gives us the Standard DG Bilinearform

ou - Ov
DG, 1) g [ 12.24
B~ (u,v) T; /TZU Voudzx /<9T 8@Ud§ /BT é)@[[u]] d§+/aTTh[[u]]vd§ ( )
h N\ —— e’
A B C D

Straight forward computation gives us the following relations for the sum of element boundary integrals
and according facet integrals. Here the terms with [u] are devided into two parts. One with 3[u]"

5 To come to the strong form we have to assume that the test space is sufficiently large. In our applications this is
always true.

6 in contrast to [Vu],, the sign of [u]” depends on the element from where you look at the facet. That's what we
indicate by the star.
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which is marked as part 1 and the one with ﬁ[[m]]n is marked as part 2follows:

B : Z/a o ds = - ) /{{Vu}} + {v}[Vu], ds

TeT E€F,
c1: —- / 1% s - /ﬂu IVl ds
TGZT or gn E;-'
1 ov
c2: - ——[Vu],ds = — W[N], ds
Y T Tt
1 ']
D.1 — Z/ mu] v ds = Z / Th
% TeT, E€Fy,
D2: - [Vu],vds = [Vu].{v} ds
2 TEZT 8T E; /

Primal DG formulation
Plugging all those relations into BY%(u,v) gives the primal DG form

BPY (u,v) /Vu Vodz+ Y /{{Vu}} ]]*d§—/F{{Zv}}* [u]” ds

TET;L\— — EeF,

B+D.2 C.1

1 1 . .
Q/Th [o]’ s—z/ml[[vu]] (Vo] ds

C.2

(1.2.26)

If we drop off the last integral and weight the stabilization parameter by a factor of two, we'd re-
cover the Standard DG (symmetric) Interior Penalty formulation for the laplace operator. Thus we
see that our proposed HDG (symmetric) Interior Penalty formulation is quiet similar but not identical.

Numerical flux and trace of the HDG method

In [ABCMO02] the Standard DG (symmetric) Interior Penalty as well as other DG methods are compared
by formulating a general Standard DG bilinearform with numerical traces and fluxes @ and . If you
replace up in equation (1.2.13) by a numerical trace @ you have the general DG formulation in mixed
form:

>TeT, (ég, T)r +(Vu,7)r (U —u, Tp)or = 0 vz € [Q, . 1]
SYrer, (@, Yv)r  —(G-n,v)ar = Yrer,(—=f,v)r Yo € Qh(l 2.27)
Yrer, (G-1n,vr)or = 0 Vop € FF

For the different choices of those fluxes & and traces @ you get different DG formulations. As was
already pointed out in [CGL08, equation (3.27)] the proposed HDG formulation has the following
numerical trace and flux:

1
t=up={u} — —[[Zu]]n see (1.2.23) with e = 1 and 7, = const on each facet
(1.2.28)
6-n=—{Vul}* + [[ I’ average & from (1.2.14)

Both values are consistent as they coincide with the trace of the solution and the trace of the normal
derivative, respectively, for functions u € H?(Q).
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1.2.2.3 Alternative HDG formulation

As we have seen, the proposed representation of our HDG formulation can be regained from (1.2.27)
by choosing a specific numerical flux and introducing % = ur as a new unknown. You might also want
to do it the other way around, set 6 - n = 0, p and choose the numerical trace @ as in (1.2.28). For
now, we again want to assume € = 1 and 7,|g = const on each facet E. With the new unknowns we
also pose a new condition on the solution, which is *

1 ou
— | = — = 122
> {/aTu o ds /M - (an,p + aﬂ) o, F dS} 0 (1.2.29)

TeT,

With the relations ]

ful =u- 5[[“]] (1.2.30a)

1 ou .
g¥ul = 5 — {¥u} (1.2.30b)
we can reformulate the numerical trace:

fu} - 5 [2ul,

>
I

1 .1
T N L %

Th 2 Th 8@

L 7 ou ~ (1.2.31)
= - — 5 - {vul +

¢ Th \On — 2

N
N Y Th 8@ InF

where we used 0, p = & - 1.
Now we can use the representation of the flux (1.2.17) when replacing up by 4. For u — 4 we get

1 (0Ou
=u— =u—U=—|—= n 1.2.32
[ul] =u—ur=u—1 Th<8n+a’p> (1.2.32)
And we can plug it into the representaion of the flux (1.2.17)
1 . 0u
_ L 1.2.
o=-Yu+ Thé(aﬂ + Onr) (1.2.33)

Further putting this into the second equation of (1.2.27) and adding the new equation (1.2.29), we
get for all (v, 7, r) € QF x FfF

1
> {/Vu Zvngr/ OnF Udﬁ—/ U T, pds+ | — <0n,p + 8“) (Tn,F + av) dS}z /fvdg
= /T aT ar aTTY, on on 0
(

1.2.34)
Although this formulation is equivalent to our proposed method there are some computational disad-
vantages:

1. the problem cannot be reduced to o, r only, as the local problems are singular.

2. the system is indefinite

This approach was introduced in [EWYO02] as a (stabilized) hybridized primal mixed method.

"we pose exactly this condition as we aim to get an equivalent formulation to the one in (1.2.8)
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1.2.2.4 Summary of the Interconnection between the discussed Finite Element methods

After relations to some other Finite Element methods are discussed, an attemp to visualize the inter-
connection between the different formulations can be seen in Figure 1.2.2. The formulations within

this diagram are classified by (in order)

e the set of unknowns [green]

e the differential operator acting on the Finite Element shape functions [blue]

e the constraints imposed on the formulation (explicitly, through the space or through lagrange

multipliers)[red]

e spaces (continuous/discontinous/normal-continuous) for u (and o) [black]

dual

primal
CG FEM u w
Standard | Vu [u]=0
u is cont.
mixed
hybrid

Gbbreviations:
C: continuous
D: discontinuous
M: mixed
H: hybrid

_G: Galerkin 9

J\M FEM (u,0) A

\

diV(Q) [Q]]nzo
(v disc., 0y, cont. )

primal DG

DG FEM u
(Vu [6]»=[a]=0 J

u discont.

T
DG FEM (u,0)
Vu Héﬂnzﬂﬂﬂzo
u, o discont.

U

dual DG

(DG FEM (u,0) )
div(c) [g],=[a]=0
\u, o discont. )

(HM FEM (u,0,up) )

[HDG FEM (u,up) |

div(o) [o],=0

(U, o discont. )

f

Yu Héﬂ n,:[[uF]]:()

L discont. y

(HDG FEM (u,0,up) )
div(g) [6]=[ur=

\u, o discont. )

Il
(HDG FEM (u,0,, ) )
Vu [{071,1“]]:[[77']]:0

\u discont. )

Figure 1.2.2: Interconnection of several Finite Element methods

This diagram shows the relations of the proposed HDG method (bold) to other methods. Whereas
we went the direct way from CG FEM to our formulation [turquoise path] when introducing the
formulation, we also pointed out the relation to other methods in the last section.

presented the HDG method as

1.2.2.1 a hybridized mixed method with a modification of the conservation constraint ([¢], = 0 —
[6] = 0). We went the way from CG FEM to HDG FEM in dual DG form over mixed FEM (M

FEM) and hybridized mixed FEM (HM FEM) [purple path].

1.2.2.2 a Standard DG Formulation without additional unknowns ur. It was shown that HDG FEM is
a subset of DG FEM [dark red] by eliminating the lagrange multiplier up and presenting the

equivalent Standard DG formulation.

1.2.2.3 a stabilized DG formulation. Here we showed another equivalent representation of the proposed
method which uses additional unknowns o,, i for the flux - instead of the variable up - on the

facets [orange].

Therefore we
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1.2.3 A priori error analysis

For a precise analysis, we have to define appropriate spaces to work with. In contrast to CG our discrete
variational formulation includes normal derivates which are not defined for all function in H'(£2). So we
have to use additional regularity. We assume our problem has a solution u € H*(Q) N H*(7,) =: W.
Remember that we already defined V' = W x L*(F},), s.t. our bilinearform B, : V. xV — R is
well-defined.

For our a priori error estimates we will first show consistency and adjoint consistency of our method,
which will later on give us Galerkin orthogonality on the one hand and will allow us for using Aubin-
Nitsche arguments to get error estimates in the L2-norm on the other hand. Then we'll show coercivity
and boundedness of the bilinearform with the respect to an HDG norm. These results will then be
used for the error estimates, but they already imply uniquely solvability of the discrete problem itself.
The last ingredient will be the approximation property of the chosen Finite Element space in the HDG
norm. Then we can put all those results together to show optimal a priori error estimates for the HDG
method.

Before we start with the analysis lets summarize the introduced spaces:

W = HY Q)N HX(T,) (1.2.35a)
Vo= {(u,up) s u€ H(T) NH'(Q),up € L*(F)} = W x L*(F) (1.2.35b)
vk = {(u, up) :u € PHTYY T € Th,ur € PHE)V E € ]—'h} =QF x Ff c V (1.2.35c)

Additional subscripts 0 and D indicate homogeneous and nonhomogeneous Dirichlet conditions which
are incorporated into the space in an L%-projective sense. Attention: V0 C Vy but Vi, p € Vp, i.e.
L2-projected Dirichlet data may not coincide with exact Dirichlet data.

The superscripted k which describes the used (uniform) polynomial order of the space, will often be
dropped. During our analysis we always assume that the solution u of (1.2.1) lies in W and ¢ is
element-wise continuous. For simplicity we furthermore assume that we have only Dirichlet boundary
conditions on the whole boundary 0€2. Modifications for Neumann and Robin boundary conditions
(even without Dirichlet boundary conditions) are trivial.

In order to make u € W compatible with functions in V' we introduce the identity operator

id, : W —V, id,u = (u, tr|g, (u))

The subindex h indicates that the identity operator depends on the mesh as F;, does. We will use this
identity operator at several points implicitly by writing u for id,u. Only when additional emphasis on
the different spaces seems necessary we will use this operator explicitly.

At several places we will work with a “characteristic” size of an element, which will be denoted by
h. As for well shaped elements different choices of h are possible and those differ only by a constant
of order one, we won't determine the choice of this element size h further. E.g., think of it as the
diameter of the element.

Remark 1.2.5 (Variable order):
Throughout the analysis in this work we assume uniform polynomial order, but nevertheless, the
derivation of modified results is straight forward.

1.2.3.1 Consistency

Our aim here is to show that our Bilinearform is consistent, such that Galerkin-Orthogonality holds.
So we remember that tr|g(u) is single-valued for w in W, s.t. [u] = 0 . Let u be the solution of
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(1.2.1), then for any v = (v,vp) € Vj we get with the definition of the bilinearform (1.2.8):

ou ov
B(u,v) 7T€T {/ Vu Vvd:v—/aTg o (v—ovp)ds —/aTMS (@ — T [[V]])ds}
=0
= T; {/T—div(e Vu) vdz + . gz vp ds} (1.2.36)
[ Fodzs ¥ /[[evun vpds+ 3 /5— vp ds
EeFjnt EecFpet ,0

In the last step we used that the integrals from both sides of an interior facet can be summed up within
one integral. Furthermore we made use of the relation [¢ Vu] = 0, which holds true since u is the
solution of the PDE (1.2.1). As the problem and the bilinearform are symmetric, we also directly get
consistency of the adjoint problem, which will allow us for using Aubin-Nitsche arguments for L2-norm
error estimates later:

Br(u,v) = By(v,u) = /Qf vde Vvel (1.2.37)

Proposition 1.2.1 (Galerkin Orthogonality). Let u, € V}, p be the solution of (1.2.9) and u be the
solution of (1.2.1). Then there holds

Bh(uh = u,vh) =0 Vv, € Vh’o (1238)
Proof. Due to (1.2.36) there holds

Bh(uh — u,vh) = Bh(uh,vh) — Bh(u,vh) = /Qf vy, dx — /Q f v dx =0 V vy € Vh,O (1239)

]

Note that the restriction to Dirichlet boundary condition is not at all necessary here, but was only
chosen for simplicity.

1.2.3.2 Stability and boundedness

We assume that € and 75, are constant on each element and facet respectively. Due to the non-
conformity of our method, i.e. due to the fact that solutions of the discrete problem are not in H'((2),
we can not work with the H'(Q) (semi-) norm to show stability and boundedness of the introduced
bilinearform. Instead, we have to define new norms. An appropriate discrete norm for the broken
Sobolev space H'(7},), which is the natural one to show coercivity in, is

S
Jul. = > {eHVuH% + hﬂ[u]]]%T} (1.2.40)

TeTy,

where [[-Jor == |[[-]llor-

This is actually a semi-norm similar to the H' semi-norm for conforming Finite Elements. But as the
broken Sobolev space H'(7;,) does not contain any continuity restrictions on element interfaces the
jump terms appear in the norm.
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The kernel of the norm operator is the space of constant functions. If we now pose Dirichlet conditions

on a (nonzero) part of the boundary or constrain an integral average of u [, udz = C' € R for G some

nonzero part of the domain the kernel is only the trivial one and the proposed operator is actually a
8

norm®.

In this norm we can show coercivity of B, : V}, x V}, — R. But as we also have to show boundedness

of By, for v € V}, and u € V' we have to consider another norm to bound normal derivative terms by

it. Therefore we introduce the second HDG norm

Jul? = Z{e||Vu||T+ [l +<h] 2 ||6T} (1.2.41)

TeT),

which is the natural one to boundedness of the bilinearform in.
For u € V}, the norms [|ul. and |Jul|.. are equivalent. As u € V}, is piecewise polynomial we can
bound the difference of both norms by [Ju|Z, with the inverse inequality (see (A.2.3b)):

|||U-”|§ - H!ulHE* = § : EhH HaT < E , 5CTH C“HT < 02 H\UII@* (1.2.42)
on
T€eT, T€eT,

with ¢ = max cr € R only depending on the shape and not on the size of the elements. Obviously
€7n

then there holds:

1
———[lulle <flullc <flul.  VYueV, (1.2.43)
Jita
We will denote each element contribution by || - |7 and | - ||”.

Coercivity
With respect to those norms we can turn over to coercivity and stability. Let's start with coercivity:

Proposition 1.2.2 (Coercivity). For a shape regular mesh and m,h (with h the local mesh size )
sufficiently large By (-, ) is coercive on V}, with respect to the norm || - ||, that is

By (u,u) > c|lul? ag, [[u? Vuel, (1.2.44)

s*_

with ¢, ap, € R independent of the mesh size.

Proof. We will make use of several elementary inequalities which are listed in section A.2 of the
appendix. These are Cauchy Schwarz inequalities, Young's inequality and inverse inequalities. With

8If neither is true and I'p = @ and T'g # @ add £|[Ju/|Z, to [u|2, and you have a norm. All following results can
also be adapted very easily to this modified norm
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them we can directly prove the Proposition. For all u € V}, there holds

Ju
Biaw = X e(Ivalp - 2 (G ) + mluli)
TeT), - oT
(A.2.1a) 9 ou 9
2 s ciwat - 2|2l + mluli)
TeT, —lor
(A.2.3b) 9 cr 9
2" S (ISl — 19l (25 ler)  + luli )
TeET, 9
(A.2.2) 1 1(2c
> e{ [|Vul? —Vu2—<Tu>+Tu2
SoUd =gl + bl
1 2c
- T efgivelr + (n- %) )
TET]—L

> min(g, mh —2¢) JJulZ,

(1.2.43) 1 . ) )
——— min(g, mh — 2¢;) ful;
Jiee
1
> ——|u|?
214+,
2 41
where in the last step we used 7, > 2“% So with ¢ = % and ap, = 2\/11+—2 the claim holds
Cor
true. ]

Coercivity implies uniqueness of the discrete solution as for two discrete solutions u;, uy € Vj, p there
holds

0= Bp(ur — uz, u; — uz) > Cflug — usf|.
and as || - || is a norm for V}, o and u; — uy is zero on dirichlet boundaries u; and uy have to coincide.

Remark 1.2.6 (Stabilization parameter):
As we see in the appendix the constant of the inverse inequality ¢, or locally ¢; depends linearly on the

2 41 .. .
polynomial degree k. So with the condition 75, > 2”% it is sufficient to fulfill 7, > %kQ for an ay

only depending on the shape. It is of course sufficient if those relations are fulfilled locally (cs — 7).

Boundedness
To show boundedness of the bilinearform in the || - |.-norm is even easier, as we will see now:

Proposition 1.2.3 (Boundedness). For all u,v € V there holds:

|Bi(u, v)| < B, [ull vl

with B, = sup,cz, (1 + 74h)

Proof. We can prove the claim with a combination of different versions of the Cauchy-Schwarz in-
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equality:
|Br(u, v)| 5
u
— Z g{(Vu,VU)T — (877 [v])ar
TeT, n
(A.2.1a) ou
< s 1vdevol+ |52 o
TET, (L or,
(A2.1b) ou
2 SR (-
TeTy - gT
(-2 Ov
- (Ivv))% e
M ||yr
(A.2.1b) ou)?
El D IR {2
TeT, 7 oT
ov)?
vl + a5
TeTy, | —=lor
2
= {lulZ+ > €ThHIU]]]?>T>
TeT,
maXx
< sup(T+7h) lufle Iv].
zE€EF}

Remark 1.2.7 (non-constant coefficients):
Notice that the assumption of piecewise constant coefficients is not at all necessary for proving sta-
bility or boundedness. If you interprete || Vul|7 and £[u]3; as short notations for (eVu, Vu)r and
(7 [ull, [u]l)or you directly get both inequalities in the more general case. The only difference makes
the inverse inequality (used in the step from line two to line three in equation (1.2.45)). Here, you
would have to adjust the constant ¢ to the properties you request on the coefficient ¢.

1.2.3.3 Approximation

0
~ (5, [Dor +
ov
* 5] o +
LT N
7, Illor +
T
h v oT +
+ L
n Ujlsr +
1 2
+ BHIV]]]BT +

IVl + > emlvIss

TeT),

Let’s restate one version of the famous Bramble Hilbert Lemma

|

N

mal[ul, [ |

mllulor [Vl |

Wl

Th[[u] %T)

N

}

: (1.2.46)

T[] %T

T[] gT

)
mllull |
|

)
)2

Lemma 1.2.4 (Bramble Hilbert Lemma). Let U be some Hilbert space, and L : H™ — U, m = k+1
be a continuous linear operator such that Lq = 0 for all polynomials ¢ € P*. Then there holds

[Lvllo < Clolgm

Yvoe H™

with C' independent of u and the size of the domain.
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Now we introduce the element local L2-projector I}, ;, : H™(T) — P*(T) x FF(T) which is defined
by the following relations

I, 1 (u) := (Hff’k(u), Hﬁa,f(u)) with
(Hzlk(u), v) = (u,v)r vV v e PHT) (1.2.47)

(H{?,j(u),w> = (tr| 7 (1), UF> N Y vp € FFT)P*(E)

oT

With those preparations we can now state and prove the following Lemma.

Lemma 1.2.5. For u € H™(T), m = k+ 1, k > 1 and the L*-projector II;,;, : H™(T) —
PE(T) x EF(T) of (1.2.47), there holds

lidn — Toe)ull? < Il C lulamery ¥ u e B™(T) (1.2.48)

with C' independent of u and element size.

Proof. We use the Bramble Hilbert Lemma with U = H?(T) x L*(9T') and the scalar product

1 Oou Ov 1
w8 [ bt 02 S () ()

=:R(u,v)

such that (u,u)y = ||ul|f = (|||\%u|”€T)2 + R(u, V). The operator L which is chosen as
L= idh - Hh,k

is clearly linear and for all polynomials ¢ € P* there holds Lg = 0. We still have to show that L is a
continuous operator. Note that for u € H?(T) the trace of u and the trace of the normal derivative are

continuous linear operators such that [jul|y = |Hﬁu”|€T+\/R(u, u) < Cllu|| g2 holds. Furthermore the
introduced L?-projector (w,wr) = ITj zu of a function u onto the polynomial space P*(T') x FF(T)

can be bounded in the || - ||-norm by the H'(T)-norm of w and the L?(9T')-norm of wp.
As a consequence of both, the U-norm of Lu can be bounded in the H?(T)-norm of u as well

| Lully < |lidpully + [[Thpully < Cllull g2 (1.2.49)
So all requirements of the Bramble Hilbert Lemma are fulfilled and we obtain

lGidy, = Tw)ulls < [IVeLully < y/llell  C ulmne) ¥V ue H™(T) (1.2.50)
[
Now we will look at the global interpolation error to bound the approximation error inf, cv; [[u—vy|..

Therefore we will transform all element contributions on a reference element. There we will use Lemma
1.2.5 and by transforming back we will get the correct h scaling of the interpolation error.
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Proposition 1.2.6. On a shape regular mesh I, which consists of affine transformed elements and a
function u € H*(Q) N H™(T,), m = k + 1 > 2 there holds the following approximation result for V;¥
as introduced in (1.2.35c¢)

inf Ju—val2 < C 3 llelloe 52 fulmcr) (1.251)
VhEVh TETh

with C' independent of the mesh size. For quasi-uniform meshes the direct conclusion of it is

inf fu—valle < C /Il B fulamzy (1.2.52)
VhGVh

Proof. Let's first note that as u € H'((Q) the trace of u onto facets is single-valued, such that the L2-
projected approximation is also single-valued. So we are able to define the global projection-operator
IT}}, : H™(T,) — V}, as an element-wise projection with IT} , the L*-projector of (1.2.47) with respect
to a single element T'. So we start with

. R 2
inf fu—vallZ < Ju— TRz = 3 (IGdf, — TTf )ullf) (1.2.53a)

VeV TET,

where id} u is the restriction of id,u to the element 7. Now we can transform each element 7" to an
according reference element 71" of size O(1), where the transformation from reference element 7' to
physical element 1" is defined by Fp : T — T

/ /
Figure 1.2.3: Affine transformation F from reference domain 7' to the physical domain 7'

On each element we then get
. 2 _ . AN 2
(IGd} — T} pul?)™ =< hghe® ([IGdf — 107 Ju o Frll7) (1.2.53b)

where we used that the scaling of ||v||. is h% 2, which becomes clear when we look at the three
contributions of the norm separately:

part of || - || scaling factor | integral trafo. | diff. op. scaling | overall scaling

/Té(yv)Q dz 1 ~ h{. ~ h? ~ hi2
1 2 1 d—1 d—2
— | e[v]“ds hy ~ hi 1 ~ hi
h Jar _

nf 224 h hd hy? hd-2

e— ds ~ ~ ~
or o T T T T
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Here, we can use another property of the L2-projection: it commutes with the transformation, i.e. the
result of the L2-projection of a function transformed from the reference to the physical domain and
the transformation from reference to physical domain of the L2-projection of a function are the same.
So there also holds:

2
2 A N N
(UGd? — T Jul?)’ < b b7 <|||<id;€ —Hz,k><quT>|||Z) (1253)

We finally reached the point where Lemma 1.2.5 can be applied on each element to get

2
(IGdf — T )ull?)” = llellohd bz Juo Prl, o) (1.2.53d)
Now we transform back to physical domain and achieve
- 2 — — m
(IGdy =1L )ull)” = llellhg b bt B3 Jul3m ey = el b3 wlm ) (1.2.53¢)

This proves the first part of the proposition. If we consider quasi-uniform meshes we get h ~ hy VT €
7, and can move the factor h2* in front of the sum, what proves the second part of the proposition. [J

Remark 1.2.8 (Boundary conditions):

We did not use special treatment for boundary conditions as we assume Dirichlet boundary conditions
that are incorporated into the space are either exact or approximations in an L?-orthogonal sense. In
both cases V}, can be exchanged by V}, p and the results stay uneffected. If neither is true, the changes
in the result are small as long as the error of approximation is of the same magnitute as the remainder.

1.2.3.4 Putting it all together

HDG norm estimates
First we are interested in error estimates in the HDG norm of the form

bu— e < CRJulsm) (1.254)

with ¢ depending on the chosen polynomial approximation and the regularity of the weak problem.
Before we can show this kind of estimate we need the following Lemma:

Lemma 1.2.7 (Modified Cea's Lemma). Let u;, € Vi¥ be the solution of (1.2.9) and uw € H'(2) N
H™(T,) C W, m > 2 the solution of (1.2.1). Then the error is only bounded a constant away from

the approximation error:
o —upfle <C inf flu— v (1.2.55)

VhEVh,D

for C' € R only depending on 7, and the shape regularity.

Proof. We start with a triangle inequality to separate an expression that is later on going to be the
discrete error and one that is going to be the approximation error

fu—wl? < Ju—val2 + ve —wl? V' vi € Vip (1.2.56)
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From section 1.2.3.3 we have the estimates for the approximation error. Now we need estimates for
the other part ||v;, —uy ||, which we easily get from coercivity, Galerkin orthogonality and boundedness
of the bilinearform:

, (1245) ]
Ive — w2 < B(vy, —up, v, — up)
By, N——
WhEVhA,O
1238) 1
(1.2.38) B (v, —u, vy, —ug) + Bp(u — up, wp) (1.2.57)
Oégh
-0
(1.2.46) (3,5
< v —alle - flvi — anl|e
B

Thus we obtain

Bs,,

B h

Ivi = unfle < —*flu —val. (1.2.58)

and with (1.2.56) the discrete error depends (except for a constant factor) only on the approximation
error:

)l — vl (1.2.59)

€

o — w2 < (1 +

As the choice of v;, € V}, is arbitrary, the same result also holds true for the infimum:

B,

ap

) inf Jlu—vlf2 (1.2.60)

\ Vh,EVh,D

o — w2 < (1 +

Iz

Note that the constant C' =1 + % only depends on the constants of the recent propositions s.t.
h

B T
1+$:1+sup§€ﬁ(l+2hh) V14 O

h

Now error estimates in the HDG norm are easy to get:

Proposition 1.2.8 (HDG norm estimate). Let 7;, be a quasi-uniform shape regular mesh, u;, € V}F
be the solution of (1.2.9) and uw € H* () N H™(7T;) C W, m > 2 the solution of (1.2.1). Then
there holds the following error estimate:

lu —upll. < C /el P°|ulmm ) s =min(k,m — 1) (1.2.61)

with C' € R only depending on the shape regularity, and the choice of the stabilization parameter T,

Proof. The claim follows with Proposition 1.2.6 and Lemma 1.2.7. O

L? norm estimates

As approximation theory predicts, an approximation of h**! in the L2-Norm is possible if we assume
the problem to be sufficiently smooth. That this can actually be achieved with the proposed HDG
method, we will show next with the help of the Aubin Nitsche trick.
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Lemma 1.2.9 (Aubin Nitsche trick). Let u, € V¥ be the solution of (1.2.9) and u € H*(Q) N
H?*(T;) C W the solution of (1.2.1), both with homogeneous Dirichlet boundary conditions. Then

the error converges one order faster in the L?-norm than in the HDG norm for quasi-uniform meshes
(h~hpr VT €eT)

[ = unllrz < e \/lell  hllw =]l (1.2.62)
Proof. We consider the adjoint problem to (1.2.1)

—div(eVw) =u—uy in Q (1.2.63)

with homogeneous Dirichlet boundary conditions. u—uy, isin Vp@®Vp, C L*(Q2) and with a sufficiently
smooth boundary 92 we obtain® w € H?(2) C V. As our method is also adjoint consistent (see,
1.2.37 ), there holds

Br(v,w) = (u — up,v)g Vvel (1.2.64)

Testing with v = u — uy, gives
u —upl[3e = (v —up, u — up)o = Br(u —uy, w) (1.2.65)

From (1.2.38) we know that Bj(u — uy,vy) = 0 for every v, € V0. If we choose vy, to be the
(discontinuous) linear L2-projection of w, v;, = I}, yw, there holds

ol — B B n (1.2.46) - n
lu—unlz> = Bu(u—up, w) = By(u—wp, w = Il w) < fp,[lu—up|f|w—IL w]. (1.2.66)

Now we can use standard results for the interpolation error [|w — IL, w|. < C\/|[e|| h|w|y2 and

elliptic regularity (for sufficiently smooth boundaries) |w|g2 < é||u — up|12 to get

lu = unllze < B, € C \llell Jhlle — sl (1.2.67)
——

]

Remark 1.2.9 (nonhomogeneous Dirichlet boundary conditions):
The results also hold true for nonhomogeneous Dirichlet boundary conditions but the proof is more
involved for the more general case in general u — u;, ¢ V;.

And finally we obtain an error estimate in the L?-Norm:

Proposition 1.2.10 (L? norm estimate). Let 7, be a quasi-uniform shape regular mesh, u, € V¥ be
the solution of (1.2.9) and w € H*(Q) N H™(7,) C W, m > 2 the solution of (1.2.1). Then there
holds the following error estimate:

lu— w2 < C llelly P ulmm ) s = min(k,m — 1) (1.2.68)
with C' € R only depending on the shape regularity, and the choice of the stabilization parameter T,

Proof. The claim follows with Proposition 1.2.8 and Lemma 1.2.9. O]

9see for example [Evan98, 6.3]
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1.2.4 Conservation property of the Hybrid DG method

One important property of most DG methods and also the proposed HDG method is the conservation
of a discrete flux g;,. As pointed out when deriving the Hybrid DG method as a modified mixed method
the conservation property appears as an explicit constraint in the variational formulation. So there
holds:

Proposition 1.2.11. The proposed Hybrid DG method is conservative (locally and globally). Fur-
thermore we can determine a single-valued discrete flux o;-n on each facet.

Proof. If we test the bilinearform B, with (xr,0), where xr is the characteristic function of one
element, we get

Bp(u, (x7,0)) = /aTe <—gz+7h [[u]]) lds = /deg (1.2.69)

With respect to the numerical flux g;n :=¢ (_% + Th[[u]]) we have that the total flux which enters
the element is equal to the sum of internal sources. Using this flux we have a locally conservative
formulation.

To show that we don't lose anything when adding all elements together we have to show that the
numerical flux g;,-n is single valued on each facet, s.t.

opnt +oyn” =0 (1.2.70)

for all inner facets. We show this facet by facet. Let E be an inner facet of the mesh. We choose
v = (0,vp), where vp has only support on E. Now if we plug this into the bilinearform, there holds:

Bu(u,v) = Y /8T€ (g:ﬁ—m [[u]]) vpds =0 (1.2.71)

TeT),

As v is chosen to have only support on E we can rewrite this as

Bn(u,v) = / (QZQ+ —}—Q}:ﬂ_) vpds =0 (1.2.72)

E
If the numerical flux o)n is at most of order k where vp € V¥, equation (1.2.70) holds in the strong
sense'®. Otherwise it is still fulfilled in a weak sense. So the formulation is globally (strongly/weakly)
conservative. ]

1.2.5 Numerical Example: Two dimensional incompressible potential flow
Problem description

We consider an irrotational incompressible flow field v = (v,,v,) around a circular disk. Due to
irrotationality there holds curl(v) = 0 and so there exists a vector potential ¢ with Vi = (v,, —v,).
Furthermore there holds div(v) = div(Vv) = —At = 0 as the fluid is incompressible. We will solve
for the flow potential, which is often called the stream function as the isolines of it coincide with

the stream lines of the flow field. The geometry is a rectangular (—1,1) x (—1,1) without a disk of

10The assumption is true as long as ¢ is element-piecewise constant.
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diameter % which is removed in the middle. We prescribe Dirichlet boundaries on 9[(—1,1) x (—%, %)]

and homogeneous ones on the disk (this corresponds to Vi) x n = v-n = 0). Inhomogeneous Dirichlet
boundaries are taken from the exact solution

y(z? +y? — R?) 1

@D(%y): l'2+y2 R:Z

(a) Setup of the problem: red boundaries are inhom.  (b) Initial mesh (Level 0) and discrete solution (p = 4)
Dirichlet boundaries, blue boundaries are homogeneous
ones

Figure 1.2.4: Setup, initial mesh and solution of Numerical Example 1.2.5

On the choice of 7,

First we want to investigate the sensitivity of the error with respect to the stability parameter. Moti-
vated by the estimates for the inverse inequality for simplices quoted in A.2, we choose

(p+1)(p+d) |0T]

d=2
d T

Th —

As our mesh uses affine transformed as well as curved simplices we replace |07'| by the absolute value
of the jacobian determinant of the transformation of the facet and |7'| by the absolute value of the
jacobian determinant of the transformation of the element at each integration point.

0.01 : ‘ 0.0001
HDG ——
0.009 | 9e-05 | DG —w—
G ——
0.008 8e-05 ¢ best approx.
<] S  7e-05F
$ 0.007 $
q & 6e-05 |
0.006 | HDG —— 50.05 |
DG —w—
0.005 - CG ——
best approx. 4e-05 ¢
0.004 L ‘ ‘ | 30.05 ‘ ‘
1 10 100 1000 1 10 100 1000
alpha alpha
(a) error-dependency on e forp=1, L =0 (b) error-dependency on o for p =4, L =0

Figure 1.2.5: Sensitivity of the error on «

From the analysis we know that « has to be chosen sufficiently large for stability but not too large in
order not to raise the constant of the boundedness estimate. We claimed that for well shaped meshes
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this parameter is of order one. In Figure 1.2.5 the error is plotted for two choices of the polynomial
order. We see that @ = 2 is a good choice and that the behaviour does not differ much between
DG! and HDG. Furthermore the proposed scaling of 7;, motivated by affine transformed simplices
works quiet well also for the curved elements. The approximation of a CG method on the same mesh
with the same polynomial degree (this means a lot less degrees of freedom) is comparable with an «
which has been chosen too large. That behaviour is expected as « penalizes the discontinuities and
for a — 0o a continuous approximation is approached.

We conclude that « is a parameter which you can choose to be 2 or a bit higher for less regular meshes,
but you don't have to "optimize" the parameter for every new problem, unless you want to reduce
even the least few percentages of the discrete error.

Notice that the solution is smooth and so the comparison to CG might not be as persuasive as in other
cases. But this is not the intension of this example.

Convergence of the method

Table 1.1 confirms the L? norm estimates of the a priori error analysis. For p = 1 we get a convergence
rates of 2 and for p = 4 the rate of 5.

meshlevel

unknowns |lu — upl| 2 unknowns |lu — upl| 2

(elements) DOF error  order DOF error  order

0 (54) 354 | 4.601e3  — 1290 | 4.141e5  —

1 (216) 1356 | 1.516e-3 1.602 5010 | 3.790e-6 3.450

2 (864) 5304 | 4.028e-4 1.912 19740 | 1.398e-7 4.761

3 (3 456) 20 976 | 1.032e-4 1.965 78 360 | 4.996e-9 4.806

4 (13 824) 83 424 | 2.605e-5 1.986 312 240 | 1.652e-10 4.918

5 (55 296) 332 736 | 6.533e-6 1.995 1246 560 | 5.253e-12 4.975
6  (221184) | | 1329024 |1.636e-6 1.998

Table 1.1: L2-Error-Convergence of the HDG method for the potential flow problem

Comparison to Standard symmetric interior penalty DG method

We now want to present a comparison of DG and HDG. Both are expected to have with same order
of convergence and for this numerical example the expectations are fulfilled. However, we now want
to observe how the error decreases with respect to the total number of degrees of freedom and
as a second measure with respect to the nonzero entries that are generated in the matrix. Both
measures discriminate the HDG formulation, as it can be made more efficient with static condensation.
Nevertheless we will see, that both measures already indicate that the HDG method without any further
optimization is comparable and even cheaper than the DG method.

On the same mesh, using the same polynomial degree, the DG and the HDG formulation should have
similar L? norm errors. Thus DG yields smaller errors for the same number of degrees of freedoms.
But the gap between both methods is not dramatically large. Furthermore if we consider the second
measurement, the nonzero entries in the matrix, we see in Figure 1.2.6 that the curves of DG and
HDG are very close and for higher polynomial degree HDG performs even better than DG.

\We used the symmetric interior penalty DG formulation
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Thus even without taking advantage of the matrix properties (which will be discussed at the end of
this chapter)the HDG method is comparable or even preferable to the DG method.

Furthermore the DOF-plot shows the expected convergence rates O(hF™!) = O(N_%l) for both
methods.

0.001 + B 0.001 + B

0.0001 B 0.0001 B

1le-05 + B le-05 + B
§ 1le-06 4 § 1le-06 B
G 1e-07 | 1 G 1e-07 | ]
3 3

1e08 | HDG (p=1) ] 1808 b G (p=1) —— i

1e-09 | DG (p=1) —»%— J 1e-09 L DG (p=1) —»— J

HDG (p=4) —»— HDG (p=4) —*—
1le-10 - DG (p=4) g 1e-10  "pg (h=a) g
le-11 + B le-11 + B
1000 10000 100000 1e+06 10000 100000 1e+06 1e+07
degrees of freedom nonzero matrix entries
(a) error over degrees of freedom (b) error over nonzero matrix entries

Figure 1.2.6: Possible (incomplete) measurements of the computational effort
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1.3 The Hybrid Discontinuous Galerkin Method for (linear)
hyperbolic problems

1.3.1 Introducing the method

In this section we consider the other limit of the convection diffusion equation, the linear transport
equation, which is of hyperbolic type:

{ din(Lbu) = f in €2 (1.3.1)

= Up onl},

where b has continuous normal-component b,, on element interfaces.

This time we only consider two types of boundary conditions. These are inflow and outflow boundary
conditions. Boundary conditions on characteristic boundaries (these are boundaries where b, is zero)
don't influence the solution in the domain and are therefore ignored.

Linear hyperbolic problems can be solved very conveniently by Discontinuous Galerkin method. Here
we use the Standard DG upwind formulation as a starting point for our Hybrid DG method. As we
later on want to join the numerical scheme with the HDG formulation for the laplace operator, without
losing the desired features, we have to modify the Standard DG upwind formulation a little.

The Standard DG upwind formulation for (1.3.1) is derived by partial integration on each element and
choosing the upwind value for the element boundary integral:

/ div(bu)vdz = > / div(bu)v dz 7 > {—/ buVvdx + b, uPC vds} —: CPC(u,v)
Q Ter, /T Tet, T T
DG u bn >0 . . . .
where u~~ = ur bo<0 with wu,,;, the discrete trace on the neighbour element. This means that
nb n

we always choose the value which lies in the direction from where the convection originates.

Now we modify the formulation such that the access to the neighbour element functions is replaced
by an access to the facet functions which we already introduced in section 1.2. So on outflow parts of
the element boundary we choose the element value u*? = u (see Fig. 1.3.1(a)). But on inflow parts of
the element boundary we choose, in contrast to Standard DG methods, the facet value u"? = up (see
Fig. 1.3.1(b)). This has the advantage that we preserve the property of the elliptic hdg formulation,
where element degrees of freedom from different elements don't couple directly.

3 /Tdiv(bu)v dzx HRe z;h {—/Tbqu dz + /8T bu"? vds} with u"? = { ZF Z: i 8

TeTy Te
(13.2)



1.3. HYBRID DG FOR (LINEAR) HYPERBOLIC PROBLEMS 37

(a) at the outflow of an element (green, surrounded  (b) at the inflow of an element (green, surrounded
by dashed line) the element value (red, hatched) is by dashed line) the facet value (red, bold) is taken.
taken. ©*P=u UP=up

Figure 1.3.1: Choice for the upwind value for the HDG formulation for one element

It is obvious that now the unknowns of different elements don't even couple at all, because facet
unknowns just couple with one neighbouring element, the downwind element, and not with upwind
element. We overcome this issue by adding a constraint which glues the facet values on the trace of

the upwind element (in a weak sense):

3 /8 bo(up —u) vpds =0 with  9Tpw == {a € OT, bp(z) > 0} (1.3.3)

TeT, Tout

The “stabilization” is illustrated in Fig. 1.3.2 and results in up = u"?
/ %t

Figure 1.3.2: at the outflow the facet value and the upwind element value are glued together

Adding up both equations (1.3.3) and (1.3.2) we end up with

Crn(u,v) = Z {—/Tbqudx—f—/aTbnu“p Ud§+/8T lzn(uF —u) v ds} = /Qf vdx (1.3.4a)

TeT,

You can rewrite this formulation also in the following form which is sometimes more convenient for the
analysis by doing partial integration once more and noting that the first boundary term vanishes on
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0Tyt as u'? is exactly u there and b,, is positive on 9T,,, and negative on 9T, := {x € 9T, b,(z) < 0}

Ch(u,v) =Y {/Tdiv(bu)v dx + /aann’(u —Uup) vd§+/a |by| (up — u) vp ds} (1.3.4b)

TE’];L Tout

In this form you especially see that the chosen sign for the stabilization term results in positive entries
on the matrix of the discretized linear system.

A third way of presenting the bilinearform, which will be helpful when looking at the discrete adjoint
of Cy, can be achieved if we move upvp from 97,,; to 0T;,, or, more generally spoken (to consider
the boundary facet in a correct way), we first substract [5; = [b,|upvrds and add [, |bn|upvr ds
on each element (x). For inner facets both terms cancel out and the result is a simple shift from the
in- to the outflow side. On boundary facets we have to add additional boundary integrals for balance.
Starting from (1.3.4b), after integration by parts and the described procedure, we can formulate Cj,
also in the following way:

= — b d bn - d bn - dﬁ
Cn(u,v) T;h{ /Tfuyv x—i—/aTii |(—up) v §—|—/8 bnl(u v + (up — u) vp) s}

Tout
) Z {—/Tbqudx—i—/aTbnu“p [v] ds +

TeT,

—

boupvp ds}

oTNT

(1.3.4¢)
All three formulations are algebraically equivalent with Standard DG upwind, but also exhibit the same
nice properties of HDG methods that we already saw for the elliptic case and will also be elaborated
later on:

e clement-wise assembly is possible
e clement unknowns of different elements don't couple directly

e inner degrees of freedom can be eliminated, i.e. the local problems are uniquely solvable

The discrete problem reads:

Find u € Vp, such that for all v € V¢ :

Ch(u,v) = (f,v) = /Qf vdz (1.35)
Remark 1.3.1 (Discontinuities):

Equation (1.3.1) could have discontinuous solutions. Those can be captured exactly by the method as
long as the mesh is aligned to the discontinuity. That's because for a mesh aligned to the discontinuity
we have b, = 0 and so the problems on each side of the discontinuity decouple also for the numerical
scheme. Notice that as we assume that at least b,, is continuous and so is zero on both sides of a
discontinuity, the unknowns and testfunctions ur and vy disappear completely from the formulation.
In order to make the matrix of the discretized bilinearform regular again, we could add integrals of
the form [y;. |b|[u]vr ds on element boundaries 0T* = {x € 0T,b,(x) = 0} which are aligned to
characteristics. Those integrals wouldn't influence the solution on the neighbouring domains, but give
convenient defining equations for uy which for equal order interpolation and single-valued b on each
facet give ur = {u}}. Notice that this choice for ug is arbitrary as there is no meaningful value to
describe at the discontinuity.
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1.3.2 A priori error analysis

After the method is introduced, we want to carry out an a priori error analysis for the HDG upwind
formulation. Although we already pointed out that the proposed formulation is equivalent to the
Standard DG method, the analysis will be carried out completely and in a compatible way that allows
for unification with the discretization for the elliptic operator.

Basic assumptions

We assume div(b) = 0, i.e. b a solenoidal vector. To pay tribute to the hyperbolic nature of (1.3.1) we
replace the assumption u € W of section 1.2 by u € W™ = {v € L*(Q);b- Vv € L*(Q)} instead.
That means that we, in contrast to the assumption u € W, allow for discontinuities along streamlines.
For ease of notation we will also call it W during the whole analysis of the pure hyperbolic problem.
Further we also use V := W x L?(F},). The discrete spaces are not exchanged. Similar to the notation
of the pure elliptic case V) incorporates Dirichlet boundary conditions on the boundary. It only makes
sense to prescribe Dirichlet boundary conditions on I';, = {x € T',b, < 0} or T'py = {x € T', b, > 0}.
We assume I'p = 1';,, to follow the physical causality of the equation.

We further assume that discontinuities are not aligned to the mesh, meaning that b,, = 0 doesn’t hold
on a single facet. As mentioned in Remark 1.3.1 we could also consider this case easily, but to avoid
a blow-up in notation we forego that.

In this section we want to devide the bilinearform into two parts

Cul(,) = Cil () + ¢l () (1.3.6)

where C¢(-, -) includes all integrals on the volume of each element and C/®(-,-) includes all element
boundary (facet) integrals.
Remember also that we assumed div(b) = 0.

1.3.2.1 Consistency

We now expand the true solution of (1.3.1) by the facet values up(u) and with the regularity along
streamlines of 1/’ we are able to define the upwind trace of the true solution up(z) = lim_; u(z—eb)
on each facet as long as b, # 0. ' We use the representation (1.3.4b) to show consistency. Let
u € Vp be the solution of (1.3.1), then for all v € V

Cr(u,v)= > /div(bu)vdg+/ by | (v — up) Ud§—|—/ |bp|(up —u) vpds :/ fodx
TET, TT 3Tm—_f0—’ 8Tom—_/0—/ Q

(1.3.7)
holds. We again directly obtain Galerkin orthogonality from that.

Proposition 1.3.1 (Galerkin Orthogonality). Let u, € Vj, p be the solution of (1.3.5) and u be the
solution of (1.3.1). Then there holds

Ch(uh = ll,Vh) = (0 Vv,eV, (138)

2|n the case b, = 0 the definition is irrelevant because of the decoupling of the values on the neighbouring elements
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Proof. Using (1.3.7) we get: For all v;, €V},

Ch(ll - llh,Vh) = /Qf Up dl_/ﬂf Uhp d& =0 (139)

]

We are also interested in the adjoint consistency of our formulation. Therefore we pose the adjoint
problem to (1.3.1):

b-Yu=f inQ; u=0 onl,,= Lin: with b= —b (1.3.10)

Note that the boundaries without tilde still refer to the original problem. The outflow boundary of the
original problem T, is the inflow boundary T';, of the adjoint problem. In the case div(b) = 0 the
adjoint problem is the same as the original one except that the convective velocity is b = —b now and
the role of in- and outflow boundary are exchanged. After discretization (using representation (1.3.4c))
we conclude that the discrete adjoint Cp,(v, u) is consistent with the adjoint problem (1.3.10).

— b . — b up — b
Cn(v,u) Teth /T(b Vu)vdz /BT byu M ds /8Tmr by, 1())Founpr ds (1.3.11)
/ =0 -

where vpup = 0 on I holds since ur is zero on the inflow boundary of the adjoint problem which is
Lin = Tout and vp is assumed to be zero on the outflow boundary of the adjoint problem which is
[, = Toue. So we directly get

Ch(v,u) = /vadg Vvely (1.3.12)

for the solution of the adjoint problem.

1.3.2.2 Stability

In this paragraph we assume © = 0 on I';,, = I'p which is reasonable as we will need the stability result
for upu — vy, with up,uy, in Vj, p and thus uyu — vy, € V3, 5. Here we follow the line of arguments of
[ES09] to show stability of the (hybrid) DG method in a way which allows for generalization with the
elliptic formulation later on (see section 1.2.3.2).

After introducing the convection HDG norm

h
ful%, = { [ vzt [ pllalas+ [ ds}z (ult)? (13.13)

we claim the stability statement, known as inf-sup stability

Proposition 1.3.2 (inf-sup stability). Let u be the exact solution of (1.3.1). Then, for a constant
ac, € R independent of the meshsize h the following is true:

Ch(“a V)
sup
vevio [IVlles

> ag,flullc, Vue Vi (1.3.14)

Furthermore, for every u € V}, o we can find a function v € V}, ¢, s.t.

Cu(u,v) = ag, [[ullc.[[v]c. (1.3.15)
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Proof. We will show that the inf-sup-condition holds with a particular choice for v € V}, o:

h
v = (v,vr) = ¢1(u, up) + ¢ mb - Vu,0) (1.3.16)
With this approach we will show the second part of the Proposition which implies the first one.
First we want to present the terms coming up for the choices v =u and v = (b - Vu, 0) separately
and afterwards pick one possible linear combination for v.
Notice that as we have assumed that div(b) = 0 there holds:

|6 =

/@yu udg:/div(bu)udgp':['—/b-ZU uwdzr + b,u? ds
T T T aT

1 (1.3.17)
= / div(bu) udx = 7/ bou® ds
T 2 Jor
Now we use the representation (1.3.4b) for our bilinearform and test with v = u:
Ch(u,u) = {/dlvbuudx+/ bu|(u — up) ud3+/ |b|uF—u)uFds}

TeT;

(1.3.17) / b,u> ds_|_/ by (v — up) ud8+/ b | (up — u) uFdS}

out

TeT),

> {3
_ {/|b| 2w up)ds+ - / |b|u—2uuF—|—2uF)ds}

out

/er s—f/ |b]up ds + - / |by, |uFds}
e ATy, TT gt
1
- 5 (e [
(1.3.18)

In (%) we moved one half of u% from 9T,,; to T}, or more generally spoken (to consider the boundary
facets in a correct way) we first substract 3 [57.  |by|uf ds and add 1[5, |, |uf ds on each element.
For inner facets both terms cancel out and the result is a simple shift from the in- to the outflow side.
On boundary facets we have to add additional boundary integrals for balance.

So we see that we can use this for the second part of the norm || - ||¢.. The volume part of that norm

will be account for with v = v*= (|b|b Vu,0). Notice that as v}, = 0 there holds v* € V}, :

Ch(u,v*) = Y { |}bl|d|v(bu)b Vudx—i—/ \b | [u] b~Vuds}

h
o (0 Nu)tdz — | o b b-Vu|d
R T;—h { T |b| (7 7u> + ~/6Tin b| | | ||Iu]]| |7 7u| 3}
(Azz)Z/h(bv)2d /|b|[[]]d 1 h2||( g
- TeTh T |b| - —u l (0% 8Tin n S 8Tln b|2 n 7’U1 §
|br <] |
> {/h(b-VU)Qd:p—a/ |bn|[[]]d5_1/ h (b-vu)st}
TeT), T ‘b’ oTy, aTm b|
(A.2.3a) h
> {/(b-Vu)2da:—a/ b,| [u / }
reT, T 1| oT, ‘b[
- - by| [u]*d
- Tew, {< >/ o] dL O‘/aTiJ | [u] S}

(1.3.19)
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Set arto 2¢% s.t. (1— %) is greater 1 and add sufficiently much of u to ensure that the total boundary
contribution has a positive factor greater % This is achieved with the choice v = (2¢2, + 1)u + v*.
The constant ¢, is the maximum on the element local constants ¢y € R which only depend on the
shape regularity of the mesh. With this linear combination we get:

Cu(u,v) > 3lulz, (1.3.20)

Now we additionally need

i 1
I¥llox < 5—lul

x 1.3.21
- QOéch C’ ( )

From scaling arguments, i.e. arguments that bound the norm of gradients of polynomials by the norm
of the polynomial itself and an appropriate scaling +, you can bound [|v*||c,. by ¢[luflc.. Then with
the triangle inequality there holds

¥l < (25 + D*lullé. + IVIIE.

< ((2¢, +1)* + &) [luflz, (1.3.22)
=:(ﬁ)2
And finally
Cu(u,v) = ag,|uflc.]vic. (1.3.23)
Notice that 5 € R only depends on fixed constants and on the shape regularity of the mesh. O]

1.3.2.3 Boundedness

Now we want to show boundedness of the bilinearform C;,. As we have seen in chapter 1.2 there is
not only one possible choice for an HDG norm and which one might be the more natural one may
differ from boundedness- to coercivity-estimates. When dealing with the boundedness it is convenient

to work with a second convection HDG norm || - || ¢:
2 ] / up\2 / 2 T2
= d by|(uP)*d bplupds p = 1.3.24
[ull? TEGT’L { /T pudet | (bal(u?) ds + | |bylupds TEET:;L(”’U—’HC) ( )

We can easily show with scaling arguments that for all discrete functions u € Vj,

ulle... < Cllulle (1.3.25)

holds.

In the elliptic case we also introduced two different norms but there it would have been sufficient to
work with the latest one only. In the hyperbolic case, here, we have to work with both norms at the
same time. That’s why both norms are involved in the following Proposition:

Proposition 1.3.3. For allu € V and v € V there holds:

Ch(w, V)| < [lulle Ivlic.
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Proof. We want to bound C,(u,v) for u € V and v € Vj. Therefore we start with C¢ and C/* of
the representation (1.3.4c):

cluv) = |Y - / bu¥o dz

TeTy,

< > / b2k~ 2u| [[b] 722 (b- Vv)| dz (1.3.26)
TeT,

C.S

< % \// Ib|h- 1u2d:c\// Ib|-Lh(b - Yv)? dz
TeT),

(134c

(V)|

{/ but? ds—/ |bp|lup v ds+/ |bn|quFdsH
ret, oTNTy, OTAT gt

C.s
< {\// |bp| (weP 2d5\// |bn|[V]? ds + \// ]b ]u%ds\// ]b |v%d5}
TET Cout Cout

(1.3.27)
With these preparations we can now finish the proof of boundedness:
|Ch(u, v)] CSS Ci!(u, V)| + [Ch*“(u, V)|
< >l Ivllé. (1.3.28)
TeT,
< e - Ivile,
m

1.3.2.4 Approximation

As the HDG norms of the convection problem scale differently from those of the elliptic problem, we
repeat and adapt the basic steps of 1.2.3.3. We will again assume some H™(7})-regularity which is
certainly to much to ask for in most cases. A more appropriate space would be the Hilbert space
with L?-functions with weak directional derivatives up to mth order. Then for piecewise constant b an
adapted version of the Bramble Hilbert Lemma could be stated'®. The remainder would still be the
same.

Later on, when looking at the convection diffusion problem for e > 0 the full H™(7},)-regularity
assumption is again fulfilled for sufficiently smooth boundaries, but, due to nearly discontinuities (e.g.
boundary layers), the upcoming constants (e.g. the H™-semi norm) in the following estimates may
degerenate.

We will stick with the more convenient although less appropriate H™ (7},)-regularity assumption and
use another application of the original Bramble Hilbert Lemma.

Lemma 1.3.4. Foru € H™(T), m = k + 1 and the L?-projector I1,;, : H™(T) — P*(T) x EF(T)
of (1.2.47), there holds

l(idy — Toe)ull’s < C VIBI_ Julamery ¥ w e B™(T) (1.3.29)

13in this case we need piecewise constant b, s.t. the mth order seminorm has the kernel P!
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Proof. The proof goes analogously to the proof of Lemma 1.2.5. The scalar product is replaced by a
2

scalar product which fulfills (u,u)y = |Jul|f > (|||\/% uH]g) + R(u,v) with R(-,-) some symmetric

nonnegative bilinearform. Again boundedness of the operator L = id;, — I, is easy to get and so all

requirements for the Bramble Hilbert Lemma are fulfilled again and we get

l(idy, — T )ulle < [/ 1el Lulle < C \Jloll [ulsnery ¥ we H™(T) (1.3.30)

]

Now we will look at the global interpolation error to bound the approximation error inf,,, ¢y, [[u—vy|c.
Therefore we will transform all element contributions on a reference element. There we will use Lemma
(1.3.4) and after transforming back to physical domain, we will get the right scaling of the interpolation
error.

Proposition 1.3.5. On a shape regular mesh I, which consists of affine transformed elements and a
function u € H'(Q) N H™(73), m = k + 1 > 2 there holds the following approximation result for V;¥
as introduced in (1.2.35¢c)

inf ffu—vills < C 3 18l h2 uldmry (1331)
vhe\/h TeTh

with C' independent of the mesh size. For quasi-uniform meshes the direct conclusion of it is

0 1
inf Ju—villo < C bl B el (1.3.32)
h

Vh

Proof. Again the proof is similar to the one of Proposition 1.2.6 except for the scaling of the norm
which is different to the diffusion HDG norms of section 1.2.3. On each element we now get

. 2 _ . AN\ 2
(IGdy — L ullZ)” =< hdhz! (IGd) - TIF)uo Fr|%) (1.3.33)

where the scaling of the square of the norm is h% ', which will be explained in the following table

part of || - [|Z, scaling factor | integral trafo. | diff. op. scaling | overall scaling
I
7 /T |bju? dz ~ hy! ~ h. 1 ~ po!
/ b | (u"?)? ds 1 ~ h4 ! 1 ~ pd!
arT
b |uF ds 1 ~ b4t 1 ~ pa!
OT Nyt

So the last step of the proof of Proposition 1.2.6 reads
- 2 J— — m
(1Gdf — T )ul2)” = (ol b hrt b B2 ful2m iy = IO A2 Tl (13.39)

which proves the claim. [
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1.3.2.5 Putting it all together
HDG norm estimates
Lemma 1.3.6 (Modified Cea's Lemma). Let u;, € V;* be the solution of (1.3.5) and u € H'(2) N

H™(T,) C W, m > 2 the solution of (1.3.1). Then the error in the || - ||c.-norm is bounded only a
constant away from the approximation error in the | - ||c-norm:

o —unflc. <C inf [lu—vifc (1.3.35)
vr€Vh,D
for C' € R only depending on the shape regularity.

Proof. First of all we can show that the difference of a function v;, € V}, to the discrete solution
measured in the || - ¢ «-norm can be bounded by the difference to the exact solution in the || - ||c-norm

Ive = unlle, < ——llvi — ulle (1.3.36)

Ch

This holds with inf-sup stability, consistency and boundedness of Cj, (Vv € V} ¢ is again as in Prop.
1.3.2):

5 1 -
v = walle - ¥lle < o—Calva— i, ¥)
1h
= — C — u, v C - j v
Occh( (v —u, V) + Cu(u _ouh V)) (1.3.37)
. ) =
< —|va —ulle - [[¥]lc.
Ch

So after separating the discrete error and the approximation error and using (1.3.36) and (1.3.25) we

get
1

o = il < v = wil, + v =l < (o + C)llvi— ull (1.3.38)
Ch
and so the claim holds for the constant C' =, [~ + C, with C; the constant of (1.3.25). O
Ch

As mentioned before, H™(7},) is normally to much to demand from a pure hyperbolic problem. How-
ever, it is the easiest way to get error estimates in the HDG norm:

Proposition 1.3.7 (HDG norm estimate). Let 7;, be a quasi-uniform shape regular mesh, u;, € V}F
be the solution of (1.3.5) and u € H*(Q)NH™(7;) C W, m > 2 the solution of (1.3.1). Then there
holds the following error estimate:

) 1 1
lu = willc < C bl Flulgnmy s = min(+ o,m - ) (1.3.39)

with C' € R only depending on the shape regularity.

Proof. The claim follows with Proposition 1.3.5 and Lemma 1.3.6. O]
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Remark 1.3.2 (L? norm estimates):

Although in principal some kind of Aubin Nitsche technique is possible to gain convergence results in
the L? norm, the requirements on the adjoint problem are far from realistic, at least when working with
H™(T;,). So instead of a proof of convergence in the L? norm, it should just be mentioned that under
"good conditions* the L2%-norm is expected to convergence one half order faster than the || - ||c..-norm.
However, there exist examples where the convergence rate h*+3 in the L2 norm is the best you can
get even for smooth solutions.

1.3.3 Numerical Example: A steady rotating convection problem

This example is taken and modified from [NPC09]. We consider the domain 2 = (0,1)? \ T with

I' = % X (0,%) and the convective velocity b = which is divergence-free. On all inflow

7
I[N
8 N

boundaries of (0,1)? Dirichlet boundary conditions « = 0 and u = 1 — tanh(10(1 — 4y)) on the left
(inflow) part of I" are prescribed.

b |
, - . !
SO R A
| F
(a) Setup of the problem: red bound- (b) Initial mesh (Level 0) and discrete
aries are inflow boundaries, blue bound- solution (p = 5)

aries are outflow boundaries

Figure 1.3.3: Setup, initial mesh and solution of Numerical Example 1.3.3

The Dirichlet boundary condition should be transported from the left to the right side of I'.

Due to non-aligned meshes the discrete solution will be diffusive on coarse meshes, i.e. the profile on
the right side of the slit will be smeared out a little bit. For different spatial and polynomial resolutions
we plotted the exact solution, the prescribed profile left of the slit and the discrete solution of the
profile right of the slit in Figure 1.3.4. As our solution is smooth, higher polynomial degree reduces
this smearing effect faster as higher grid resolution. We also see in the following table that optimal
convergence rates in the L?-norm are achieved, what indicates that for smooth functions the results
of our analysis are often pessimistic. Notice that as gradients of the solution are steep, high resolution
is necessary before we observe the asymptotically correct convergence rate. See e.g. that for p = 0
the resolution after six uniform refinement steps is still too poor to get order 1 convergence.
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meshlevel unknowns lu — a2 unknowns |lu —uy|2
(elements) | p DOF error  order DOF error  order
0 (231) | 0 603  0.3813 — 1437 0.1231 —
1 (924) 2361 0.2648 0.526 5646 0.07563 0.703
2 (3 696) 9 342 0.1956 0.437 22 380 0.02667 1.504
3 (14 784) 37 164 0.1352 0.533 89 112 7.560e-3 1.819
4 (59 136) 148 248  0.0894 0.598 355 632 1.539e-3 2.296
5 (236 544) 592 176 0.0558 0.678 1420 896 2.86le-4 2.428
6 (946 176) 2367 072 0.0329 0.764
0 (231) | 3 3798  0.0252 — 7083 4.610e-3 —
1 (924) 14 988 8.517e-3 1.568 28 026 8.396e-4 2.457
2 (3696) 59 544 6.981e-4 3.609 111 492 3.747e-5 4.486
3 (14 784) 237 360 4.015e-5 4.120 444 744 5.98be-7 5.968
4 (59 136) 947 808 2.483e-6 4.015 1776 528 8.484e-9 6.141
5 (236 544) 3787 968 1.558e-7 3.994

Table 1.2: L2-Error-Convergence of the HDG method for the rotating convection problem
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Figure 1.3.4: Both sides of the slit for different polynomial and grid resolutions compared to exact

solution
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1.4 Adding diffusion and convection together

Subject of this section is now the steady version of the original model problem (1.1.1)

div(—eVu+bu) =f in €, div(b) =0
U =up onI'p
% + pPu =h on 'y

with £ > 0 and [|b]| > 0 everywhere.

1.4.1 Joining the limits

The discretization of the convection diffusion problem is easy as the approximation spaces of both
subproblems are equal. The appropriate generalization of the proposed formulations is achieved by
adding both bilinearforms together:

Ap(u,v) := By(u,v) + Cp(u, v) (1.4.2)
and the discrete problem now reads:

Find u € Vp, such that for all v € V,, ¢ :
Ah(“vv) = <fav>

Remark 1.4.1 (Comparison to Standard DG):

Notice that although in both limit cases the bilinearforms could be transformed to Standard DG

bilinearform BPY and CP¢ respectively, the corresponding elimination of the facet unknowns in the
general case does not coincide with the sum of both Standard DG bilinearforms.

AP, v) # BP%(u,v) +CP%(u,v) (1.4.4)

(1.4.3)

This becomes immediately clear when you look at the result of the elimination of ug in the next
section.

1.4.1.1 Characterization of the numerical trace

We motivated and derived convenient choices for the numerical flux in both limit cases ||b|] — 0 and
e — 0. In the elliptic case we have seen that we use a central approximation which is stabilized by
some stabilization term depending on the discontinuity of the flux, whereas in the pure hyperbolic
case we used the upwind choice which is known to be the natural and stable choice. When both,
diffusion and convection are considered, the numerical trace lies in between those choices. Here we
want to briefly describe how the intermediate numerical trace looks like. If we again only test with
facet functions v we can reconstruct an expression for the facet value up:

 2fmeu} - ﬂeg—zﬂ + |bp|uPC

145
ur 27} + [bal (1.45)
Thus the conserved total flux J;, is describes as
0
Jh = bnuup—&Tfu—i-z’:‘Th(u—UF) (146)

on
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1.4.2 A priori error analysis

When adding diffusion to the convection, problems with the regularity vanish (at least from a purist
point of view). The solution of the convection diffusion equation has the same regularity as the same
problem without convection. Nevertheless the effect of "nearly discontinuities” may appear (e.g. at
boundaries) which renders the apperent regularity useless in many cases.

Consistency and boundedness in the a priori error analysis follow straight forward from the limiting
problems. For stability we have to put some extra technical effort into the proof. The approximation
section is in general easily reconstructed from the elliptic case, but some extra attention has to be
taken as the regularity may degenerate.

Again we assume to have Dirichlet data on the whole boundary.

1.4.2.1 HDG norms

The appropriate HDG norms for the convection diffusion problem also follow directly from the appro-
priate norms of the subproblems.

[l = Nallg, + lalZ,  ful® = ol -+l (1.4.7)
In both limits the HDG norms coincide with the appropriate of the limit problem.

1.4.2.2 Consistency

Consistency follows directly from the consistency of the pure hyperbolic and the pure elliptic problem.
Let u € Vp be the solution of (1.4.1), then for all v € V}

Ap(u,v) = {/dlv (bu) Ud:l:~|—/ |br| (v — up) vd8+/ by |(up — u) vpds
TET, B — o
—i—/éyuyvdg—/ £ Ou (v—wvp)ds
on
(1.4.8)
= {/dlvbu—szu vda:—i—/ Evpds}
rer, T
=f
= /fvd:v+ Z / Vu] vpds+ Z /5— vp ds
BeFint BeFget on ~~
Proposition 1.4.1 (Galerkin Orthogonality). Let u, € V}, p be the solution of (1.4.3)
Ah(uh,vh) = (f, Uh)Q A Vi € Vh,()
and u be the solution of (1.4.1). Then there holds
Ah(uh —u, Vh) =0 Vv, € Vh70 (149)

Proof. Using (1.4.8) we have: For all v, € V},
Ap(a —uy,vy) = /Qf Uh dg—/ﬂf v, dx =0 (1.4.10)
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1.4.2.3 Stability

Proposition 1.4.2 (inf-sup condition). Let u be the exact solution of (1.4.1). Then, for a constant
a4, € R independent of the meshsize h and T, h sufficiently large the following holds:

Ah(u,v)
sup —————
vevio VIl

> aqflul. ¥ ue Vi (1.4.11)

Furthermore for every u € V}, o we can find a v € Vj,, s.t.

An(u, V) = oy, [l J1v]- (1.4.12)

Proof. Similar to the approach we used in pure convective case when showing inf-sup stability in
section 1.3.2.2 we will test A,(-,-) with v = yu + v*, with v > 2¢2, + 1. We can bound the

elliptic HDG norm of the last part v* = (limb - Vu,0) also with ||ul|. . when using scaling arguments

(IVw]lr < %|lw||F ¥V w € P¥(T)) and an inverse inequality:

o h > 1h 2
TET, d T o] or
< Y IV + R 1Vuld } (1.4.13)
TeTy
< (@) Yy ellVuly <@+l
TeT,
Keeping that in mind and using (1.3.21), it follows
¥l < &flull. (1.4.14)

where k depends linearly on ¢, the constant of the shape regularity, and on fixed (problem-independent)
constants and ~. With the last inequality it is sufficient to show

An(u,¥) > K|ul? for some constant K € R (1.4.15)

The last ingredient to show this is to bound 5, (u, v*) as the other arising terms were already bounded
in the analysis of the pure hyperbolic and the pure elliptic case, respectively. The bound follows again
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with Cauchy-Schwarz inequality and the compiled relations from above:

ou
B,(u,v*) = /vv*d—/— d
n(u, v¥) T%;h {Teuv T aTgﬁn [v] ds
~ [ = 5 Mlds+ /6 em [u] ] ds}
C.S. 1 || Ou 1
$ —Ze{||Vu|rTuw*HT+hz O3 o
TeTy —=lor
1|0, 1 .
+h? 5 h2[[u]or+mn[ullor[v*Ior
o7
C.S. ou 1 ?
> _Zg (HV “T—’_h‘an +hHIU]]]3T+ThHIU]]]§T) (1.4.16)
TeT, —=1oT
ov* 2 :
2o +h| LY B " )
( T on | . b T T

inv. |neq w T
=y max(l+cp, 1+ mh)lull vz,
TeT),

> —max | 1+¢,, sup(1+ Thh)> lalle vl
zE€F
(1.4.14) "

> —Iolul?,  with Ky = max (14 2, sup,es, (14 mh)) - k

Finally we are abIe to show the inf-sup condition. We choose the proposed test function but additionally

require that v > > Koty . Thereby we achieve the following:
Bp,
5 Lyop (0434 1
An(u,v) =7 Bu(u, w) + By(u,v7) +C(u, ) > Sflull, - > Fall A1l (1.4.17)
>ap, [ull2.  >—Ka|ull2,. H\um aAh
where we used coercivity of B, and equations (1.3.20) and (1.4.16). O

1.4.2.4 Boundedness
Boundedness (Continuity) follows directly from the continuity of the subproblems
Proposition 1.4.3. For all u,v € V there holds:
[An(u, V)| < Ba,llullc [Ivile,s
with B4, = Bs, = sup,er, (1 + Thh)

Proof. We just have to use the boundedness results for 3;, and C;, and directly get

Ap(u,v) = Bp(u,v)+Cy(u,v)
< Nl ¥l + 5upge, (1 -+ 7h) fulle. Ivlc (14.18)
C.8.
< supger, (L+7h) Jufl. v

[]
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1.4.2.5 Approximation

Plugging in the results of the pure convective and the pure elliptic case directly gives

Proposition 1.4.4. On a shape regular mesh I, which consists of affine transformed elements and a
function u € H'(Q) N H™(73), m = k + 1 > 2 there holds the following approximation result for V;F
as introduced in (1.2.35c)

inf [Ju—vil? < 5 (Cullt o8 + Collell ) [y (1419)
VhGVh TETh

with C'1, C2 independent of the mesh size. For quasi-uniform meshes the direct conclusion of it is

inf [lu—val* < (Cillblloh™* + Collellooh™) luliimz) (1.4.20)
vpeVy

Proof. The claim follows with the definition of the HDG norm and the approximation results for the
limit cases of the convection diffusion equation. n

1.4.2.6 Putting it all together

HDG norm estimates

Lemma 1.4.5. Let u;, € V¥ be the solution of (1.4.3) and u € H'(Q) N H™(T,) C W, m > 2

the solution of (1.3.1). Then the error in the | - |.-norm is only bounded by a constant and the
approximation error in the || - ||-norm:
Jlu—wupfl« <C inf |Ju— vy (1.4.21)
VhEVh,,D

for C' € R only depending on the shape regularity and the stabilization parameter Ty,.

Proof. The proof works exactly the same way as the one of Lemma 1.3.6, just exchange C;, by A,
and adapt the constants. O

_ [

Now it is reasonable to assume [ (7},), at least for a small mesh Peclet number Pe;, = =~ and we

can work with the following error estimate:

Proposition 1.4.6 (HDG norm estimate). Let 7;, be a quasi-uniform shape regular mesh, u;, € V}F
be the solution of (1.4.3) and uw € H* () N H™(T,) C W, m > 2 the solution of (1.4.1). Then
there holds the following error estimate:

= willo- < (Co Il _VA+Cy flel) Wlulumizy s =min(km—1)  (1.422)

with C' € R only depending on the shape regularity.

Proof. The claim follows with Proposition 1.4.4 and Lemma 1.4.5. O]
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Remark 1.4.2 (L? norm estimates):

In general L? norm estimates are as difficult to get as in the pure convective limit. But if we assume
small Peclét numbers, that is convection is not dominant anywhere, we can also get optimal order
L? norm estimates. The easiest way to see that, is to remember (1.3.18) and thus the convection
bilinearform C;, does not destroy the coercivity of A;, in the || - || norm. Additionally we have to add
a boundedness estimate for A;, which uses || - ||. norms only. This estimate has order one constants
as long as the Peclét numbers are small. In this framework we could easily adapt the results of the
pure elliptic case to come to similar results and thereby to optimal order L? norm a priori estimates
also for the convection diffusion equation. Nevertheless, the convection dominated case is often the
more interesting and more challenging case. The analysis carried out in this section is still valid in the
convection dominated case. When we turn over to Navier-Stokes equations or more specifically to the
Oseen problem, things get more complicated and we will use the kind of analysis which makes use of
the coercivity, instead of the one we applied in this chapter.

Remark 1.4.3 (A posteriori error estimates):
Although a posteriori error estimators are not being discussed here, due to the similarity to Standard
DG methods, adapted versions of the error estimators proposed in [SZ09] would be possible.

1.4.3 Numerical Example: A steady convection-dominated problem

We take the numerical test of [ES09, Example 1] where the square (0, 1)? with homogeneous dirichlet
boundary conditions is considered. The flow field is constant b = (b1, b2)7, the diffusion coefficient &
is constant and the source term f is set to be:

6b2y/s -1 6b1y/€ —1
f=b <y - 6172/6—1> + by (55 - 6171/6—1> (1423)
Then, for € > 0, the exact solution to the convection-diffusion problem (1.4.1) is
66127/5 -1 ebzy/s —1
U(xa y) = <l’ — 76131/5 1 Y — 76172/5 1 (1424)

For our numerical tests we take ¢ = 0.01 and b = (2,1)7. The solution has boundary layers at the
outflow boundaries, i.e. the top and right side (cp. Figure 1.4.1(a)). We want to compare the proposed
method with the results given in [ES09, Example 1], i.e. with the streamline diffusion method and the
mixed Hybrid DG method of [ES09]. For our Hybrid DG method we again choose

(p+1)(p+d)|0T|
d |T|

THh — (¥

with o = 2.

Notice that p = 0 is not possible for our proposed method. For p = 1 and p = 2 the results for our
method are quite similar to the ones of the mixed HDG method. For all method we can not expect
optimal convergence rates on the first refinement steps as the boundary layers are not yet resolved.
Nevertheless, we can observe some important properties: In contrast to both HDG methods, the
streamline diffusion method introduces large layers which stem from the stabilization of the convective
term, so most of the error is owed to the overdiffusive stabilization. Because of that the gap between
discrete solutions and best approximation(see Table 1.4 left) increases for higher k, whereas both HDG
methods are very close to their L? best approximation(see Table 1.4 right).

14VP is the H'-conforming finite element with piecewise complete polynomials of degree p
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I -
0 045 09
(a) Solution of the convection diffusion problem (b) Initial mesh (Level L = 0)

(1.4.1) for e = 0.01 and b= (2,1)T

Figure 1.4.1: Initial mesh(L = 0) and solution of Numerical Example 1.4.3

streamline diffusion mixed HDG ([ES09]) | HDG (o = 2)
L h (elements) |p=1 p=2 p=3|p=0 p=1 p=2 |p=1 p=2
0 1/4 (32) | 021 019 0.19 | 0.065 0.040 0.033 | 0.040 0.034
1 1/8 (128) | 0.15 0.13 0.13 | 0.048 0.036 0.025 | 0.035 0.025
2 1/16 (512) | 0.097 0.088 0.083 | 0.040 0.026 0.014 | 0.025 0.014
3 1/32 (2 048) | 0.056 0.050 0.050 | 0.032 0.014 0.0052 | 0.014 0.0054

Table 1.3: L2 errors of u

1.5 Computational aspects

There are several advantages which arise with the additional facet degrees of freedom. One is the
elimination of inner degrees of freedom which is possible as long as the local problems are uniquely
solvable. We will show that this is the case in section 1.5.1. In section 1.5.2 the sparsity patterns of
DG and HDG methods will be discussed.
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conforming!* discontinuous
min,, cp» lu—wvpl[r2 | min,, cqr [lu— a2
h  (elements) |[p=1 p=2 p=3 |p=0 p=1 p=2
1/4 (32) | 0.18 010 0.063 | 0.057 0.040 0.033
1/8 (128) | 0.12 0.060 0.032 | 0.045 0.034 0.024
1/16 (512) | 0.073 0.029 0.012 | 0.038 0.024 0.013
1/32 (2 048) | 0.038 0.011 0.0030 | 0.030 0.013 0.0051

W N = Ol

Table 1.4: L? best approximation error

1.5.1 Elimination of inner degrees of freedom

Now we want to briefly comment on the elimination of the element degrees of freedom. If we define

Alu,v) = > {/T€Vqud:U+/Tdiv(bu)vdx

TeT,
— € @ij@u—Thuv ds + b,uv ds}
ar \on on ITout
ov
Blup v) = Z {/aTe(anuF—Thqu> d§+/6T‘ bnquds} (1.5.1)
TeT, — in
: ou
Clu, vp = TEZT {/aTE ((?nvp —ThUUF> ds—./aTm anUFdS}
h
s = 5 s e
(up vp) TeZTh 8T€ThuFUF S + p_ UpVF @S

we end up with the following system for v and up

(&5 )()=(3) 152

Notice that A is block diagonal and so you can invert A in an element by element fashion. Building

L . : A B\ . .
up the schur complement (which in the elliptic case is s.p.d.’> as ( c D ) is s.p.d.) is easy:

u=A"(f—-Bup)= (D—-CA'Blup =g—CA™'f (1.5.3)

The solution ug can then be used to solve for u with Au = f — Bup element by element.

Remark 1.5.1 (Existence of local solvers):
To calculate A~! we need the local element-wise problems to be uniquely solvable, that is, we have to
show

A(u,u) =0+ homogeneous b.c. (in a dg sense) = u=0

We can do that by showing coercivity of the bilinearform A. Therefore techniques similar to those
we already used to show inf-sup stability of the global bilinearform can be used. Actually solving

Au = f(up) for a given up is like solving the PDE on the small domain T where dirichlet boundary
conditions are incorporated in a way, which is known as the Nitsche approach, i.e. in a weak sense.

Ssymmetric positive definite
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Remark 1.5.2 (Alternative HDG formulation):

This property does not hold for the alternative HDG formulation presented in (see section 1.2.2.3).
There we'd have to additionally prescribe some additional moment (e.g. average value) for each
element to get locally solvable subproblems. Then again we would have to add those moments to the
global unknowns.

1.5.2 Sparsity Pattern of HDG compared to DG methods

As we have already seen in the numerical example for HDG in the elliptic case in section 1.2.5, the
efficiency of the method depends on the criteria we evaluate it with. On the one hand HDG methods,
in comparison to other DG methods, come with additional degrees of freedoms, but on the other hand
the stencil of the formulation is reduced and so the coupling of degrees of freedom is significantly
reduced. If we also take a look at the sparsity pattern for example 1.4.3 in Figure 1.5.1(a) we observe
what should already be clear from the construction of the method: element DOF don't couple directly
with each other and facet DOF don't couple direclty with other facet DOF, s.t. the matrix blocks A
and D of the last section are block diagonal. We can then invert each block, which is possible for
A as well as for D and build according schur complements. The natural approach would be to first
eliminate the element DOF (compare section 1.5.1) resulting in a linear system of equations for the
facet DOF only. The corresponding sparsity pattern for the schur complement of the matrix is shown
in Figure 1.5.1(a) is shown in Figure 1.5.1(b). We observe that the size of the schur complement is
significantly smaller. The difference between the size of the large matrix and the size of the schur
complement increases for higher polynomial degree.

1 |
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- [
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L iy ‘I
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- T-—— __—= ___:_—: - Em
(a) HDG Sparsity Pattern, Matrix has the size 2728 x  (b) condensated HDG Sparsity Pattern, Matrix has the
2728 size 616 x 616

Figure 1.5.1: Sparsity Pattern of HDG and DG for the problem 1.4.3 and the initial mesh (see also
Figure 1.4.1(b)) for polynomial degree p = 10. Dirichlet degrees of freedom are also included here.

Another possibility is to eliminate the facet DOF which results in a schur complement which has
exactly the same sparsity pattern as standard dg method. This is not surprising as we already saw that
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a Standard DG formulation of the hdg method can be achieved by eliminating the facet functions.
The corresponding sparsity pattern can be seen in Figure 1.5.2.

We conclude that, concerning the facet functions, direct solvers as well as iterative solvers benefit
more from them than they suffer from a few more degrees of freedom.

As long as we have to solve linear systems, the hybridized version of a DG methods should be prefered.
Nevertheless for time-dependent problems which are solved explicitly, s.t. no linear system has to be
solved, the additional degrees of freedoms on facet are an unneccessary burden.

Figure 1.5.2: Sparsity Pattern of DG for the problem 1.4.3 and the initial mesh (see also Figure
1.4.1(b)) for polynomial degree p = 10 (Matrix has the size 2112 x 2112 ).
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Chapter 2

Navier-Stokes equations with an exactly
divergence-free Hybrid DG method

The (incompressible) Navier-Stokes equations describe the dynamics of an incompressible flow. They
consist of one vector-valued equation for the transport of momentum and a mass conservation equation
which comes as a constraint to the momentum equation. We consider two types of boundary condi-
tions. Either the velocity is prescribed at a boundary (e.g. rigid walls or walls moving with a known
velocity or inflow boundaries) which is a Dirichlet boundary condition or the momentum transport over
a boundary (e.g. outflow bondaries) is known which is a Neumann boundary.

According to Newton's second law the change of momentum on a control volume balances with the
sum of all forces acting on it and the in- and outflow of momentum. The outer forces sum up in f,
whereas the in- and outflow of momentum is decomposed into three parts:

e convective transport due to the velocity [ pu® u |
e viscous forces [ —ne(u) |

e pressure forces [ p ]

Notice that we just consider newtonian fluids for the viscous force model, where g(u) := %(y ut+V7 w).
Often the Navier-Stokes equations are rewritten in a form which replaces £(u) simply by V u. The
only difference of both formulations is actually the natural boundary conditions. The natural boundary
condition for g(g) = Y u seems to be the more appropriate in most cases.

As we consider only incompressible flows, there holds p = const. So we can devide by p and introduce
the kinematic viscosity v = %. The volume-specific pressure p and forces f will be reinterpreted as
mass-specific pressure and volume forces without change of notation from now on. Then we end up
with the incompressible Navier-Stokes equations

?{+diV(—VVU+u®u+]zI§ = f in Q

diviu) = 0 in

u = up onTp (2.0.1)
(wWNu—pl)-n =0 on Ty

Our objective is to solve this set of equations numerically. There are four properties of this equations
which make the numerical treatment for Navier-Stokes equations challenging: This set of equations is
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[

a saddle point problem
2. vector-valued
3. nonlinear

4. unsteady

The source of the saddle point structure becomes clear if we remember that the pressure can be
seen as a lagrange multiplier for the incompressibility constraint. The fact that the Navier-Stokes
equations are vector-valued is not a problem of it's own but allows for distinguishing between normal
and tangential component when formulating a numerical discretization. The nonlinearity of the Navier-
Stokes equations is what makes them interesting: The steady problem may no longer have a unique
solution and the dynamic of flow problems is often dominated by this nonlinearity. To be able to
concentrate on one problem after another we will neglect the time derivative in this chapter, i.e. we
just consider steady state problems. Instationarity will be the subject of chapter 3. Furthermore, we will
start without the nonlinear convective term and derive a numerical method as well as the analysis for
the so called Stokes problem in section 2.3. Then we will introduce a given linear convective velocity,
which leads to the Oseen equations in section 2.4. Finally we will replace the convective velocity with
the fluid velocity and thereby recover the Navier-Stokes equations and discuss the numerical treatment
of it in section 2.5.

Before we can introduce the method, we want to propose here, for the Stokes problem, we have to
make some preparations. Section 2.1 and 2.2 will motivate and introduce the use of H(div)-conforming
Finite Element methods, which will be needed for the exactly divergence-free Hybrid Discontinuous
Galekin method later on.

2.1 A semi-conforming Finite Element space for Navier-Stokes

Solutions of the Navier-Stokes equations are [H'(2)]%-regular under reasonable assumptions on the
domain and the data. For ongoing discussions we will write [H'(€)]¢ in a non-standard and mesh-
depend way:

Q)] = {v € [H(T)]"; [v-n] =0o0n Fu}n{v € [H(Tp)]"; [uxn] =0onFi}

®N @7

Here we divided the continuity on element interfaces of all components into tangential- and a normal-
continuity.
Our goal is to derive a method which fulfills the following properties:

1. The method should be locally and globally conservative, meaning a discrete (momentum) flux
should be conserved

2. The method should be stable

3. The method should possess optimal convergence properties
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To account for the first point we again consider Discontinuous Galerkin methods. Following [CKSO05]
a DG method which is locally conservative and energy-stable has to provide H(div,(2)-conforming
solutions, that is, the discrete solution u has to be in H(div,Q) = {v € [L?(Q)]¢,div(v) € L*(Q)}.
In this work we will use Finite Element spaces which imply this H (div, 2)-conformity for all ansatz
functions. Those are taken to be piecewise polynomial and normal-continuous on element interfaces
and thus are a subset of ® .

Tangential continuity is not included in the space so we have to account for it in another way. We
will do this only in a (Hybrid) DG fashion, i.e. by adapting the formulation instead of the Finite
Element space. Standard DG formulations for the tangential component of the solution are of course
possible here. But, as in the scalar case, all degrees of freedom of neighbouring elements would couple
directly. As well as in the scalar case, in the vector-valued case this issue can easily be overcomed
with a hybridized formulation, which introduces u‘., the approximation for the tangential trace of the
solution u.

H (div)-conforming DG DG

(conforming) CG H (div)-conforming HDG HDG

Figure 2.1.1: tangential and normal continuity for different methods

In Figure 2.1.1 a sketch of several possible discretizations of the velocity field is drawn. One very
common approach is to consider the conforming continuous Galerkin approach. Here, all components
are restricted to be continuous, which is owed to the [H'(2)]%-regularity of the problem. As a rapid
change in velocity and velocity gradients appears in many flows the standard Discontinuous Galerkin
approach is also often used. No conformity condition is imposed on the Finite Element space. Of
course a hybrid version is most often possible and introduces additional unknowns on the element
interfaces for all components.

The approach we are interested in is drawn in the middle. Tangential components are allowed to be
discontinuous across element interfaces and are considered for only by means of consistent penalization,
i.e. through the formulation. A divergence-free DG version was already proposed in [CKSO05]. It uses
a local DG formulation. Our approach uses a hybrid version of the (symmetric) interior penalty
formulation which was used in [CKSO7]. In our formulation only the tangential component of the
additional facet functions have to be introduced as normal continuity is enforced on the Finite Element
space. The global linear systems that arise after discretization can be reduced to degrees of freedoms
associated with the facets, which are:

e normal flow degrees of freedom of the H (div)-conforming Finite Element space

e tangential facet degrees of freedom
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These are as much degrees of freedom on each facet as we would get for a hybridized version of
the completely discontinuous approach. But we still have less overall degrees of freedoms due to the
H (div)-conforming Finite Element space. The construction of H(div)-conforming Finite Elements,
which we need for our formulation, is the subject of the next section.

2.2 H(div)-conforming Finite Elements

This section is about H (div)-conforming discretizations with Finite Elements. We want to present the
concepts and main ideas which are necessary for the comprehension and construction of higher order
H (div)-conforming Finite Elements.

H (div)-conforming Finite Elements are supposed to provide that every discrete function w; of the
discretization lies in H(div, {2), that is, that

w, € H(div, Q) = {u, € [LX ()] : div(w,) € L2(Q)} (2.2.1)

We work with piecewise polynomials on each element. Thus locally the functions are automatically
in H(div,T). But similar to H'-conforming Finite Elements we have to enforce another compatibility
condition on the global functions to satisfy u;, € H(div, ). For H'-conformity the requirement is the
continuity over element interfaces, for H (curl)-conformity! it would be the continuity of the tangential
component over element interfaces and in our case, we need continuity of the normal-component.

Lemma 2.2.1. Let 7}, be a triangulation of a domain €. A function v is in H(div,2) if and only if
ve H(div,T)V T €T, and [v],, = 0 on all interior facets E € F;™.

We will speak of element contributions to the divergence, which is simply div(-) on each element
T (which may represent sources and sinks) and facet contributions, which come from the normal
components on the element boundaries (think of the sum of in- and outflows).

H (div)-conforming discretizations were first used in the context of mixed formulations of Poisson's
equation, as we have already seen in the last chapter. Typical examples for such spaces are the
(lowest order) Raviart-Thomas and the (lowest order) Brezzi Douglas Marini Elements which we want
to discuss in the next section. Afterwards the Piola transformation will be discussed, which allows
for reducing the problem of construction Finite Element shape functions on arbitrary elements to
the same problem on a reference element. Further, we present the exact sequence property of H',
H(curl), H(div) and L? in section 2.2.3 which is the foundation for the chosen realization of higher
order H(div)-conforming methods of section 2.2.4. We conclude with interpolation operators on an
H (div)-conforming space.

All results on H (div)-conformity will be given without proof as we want to focus on the concepts
in this section. Additionally we will focus on the two dimensional case involving triangles only. For
extensions to three dimensions and proofs we refer to [Zagl06], [SZ05], [DB05] and [DGS08].

2.2.1 Lowest Order H(div)-conforming Finite Elements

Let's start looking at lowest order realizations of those Finite Elements.

H (curl, Q) = {w, € [L2(Q)]? : curl(wy,) € [L*(2)]7}
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Lowest order Raviart Thomas Finite Elements

The most famous H (div)-conforming Finite Element is the lowest order Raviart Thomas Finite Element,
abbreviated by RTy. An RT, Finite Element has m shape functions, where m is the number of facets
(faces (in 3D) or edges (in 2D)). Let's focus on two dimensional, triangular meshes here. Those trial
functions have non-zero normal component one on one facet and zero on all others. Accordingly every
facet possesses one degree of freedom, which is the total flow over a facet:

Np(¥) = /Eyndg (2.2.2)

With the help of the barycentric coordinates \;, the trial functions can be easily constructed. The trial
function associated with the edge E connecting the nodes (w.l.o.g.) 1 and 2 is

VM A2) = o curl(Ar) = Ay curl(d;)  with curl = ( % )

Those trial functions’ element contribution to the divergence are constant by construction as is the
normal flow on each edge. We note further that the local space of the RT, Finite Element is

RTo(T) = {v(z) =a+xz-b,a € R, bR} (2.2.3)
and as div(z) = d = const the relation
div(RTo(7,)) = Q%(Ty) , with RTo(7,) := € span{¢)} C H(div,Q) (2.2.4)
EecF;,

holds.

Lowest order Brezzi Douglas Marini Finite Elements
We can enrich the RT element by adding one additional shape function on each facet. We therefore
introduce the additional DOF which we mark with a star:

N () = Ly-@ vds forv e PYE)NPYUE):

l

N N,

Figure 2.2.1: Degrees of freedom for the lowest order BDM element

The associated shape functions are

yz()‘la )\2) = CLVI(/\lAg)
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There holds div(¢}) = 0 and Np(¢},) = 0 VE € 9T. The element consisting of both DOF on each
facet is called Brezzi Douglas Marini element of first order, or short BDM;. The number of DOF on
a simplex exactly matches the dimension of the polynomial space [P*(7'))]¢ and indeed the proposed
shape functions are linearly independent and span the local space [P*(T))]".
If we identify the degrees of freedom associated with the faces of the mesh we obtain the global BDM;
Finite Element Space

BDM(7;,) := €D span{y), v} } C H(div,<) (2.2.5)

EeF,

Both elements, RT, as well as BDM; fulfill
div(RTo(7T5)) = div(BDM,(T5)) = Q)(T,) (2.2.6)
but the approximation of the function itself is better for BDM; as
[PO(T))* C RTo(T) C BDM(T) = [P"(T))* (2.2.7)

holds.
For both approaches there exist higher order versions. The local spaces RT,(7") and BDM(T") are

RTL(T) = [PHD)]*®z-P"(T) (2.2.8)
BDMy(T) = [PH(T)]

where P%*(T') are all polynomials on T of exact degree k. So the index k of RT and BDM indicates
which polynomial space is completely contained within the respective local spaces. The relations
between the higher order spaces is similar to the lower order ones:

div(RTA(T;)) = dv(BDM1(Th)) = QE(Th) (2.2.10)

and
[PH(T)]* = BDMy(T) C RT(T) € BDMyy((T) = [P*H(T)]? (2.2.11)

We see that the approximation of the divergence is, w.r.t. the total degrees of freedom, faster achieved
with Raviart Thomas elements. But if the approximation of the function itself is important the method
of choice is the BDM element. In our case we use the BDM element as we are especially interested
in the velocity-field itself. How to choose the functionals N and how to construct appropriate trial
functions for the high order BDM-case is explained in section 2.2.4. Before we turn over to that, we
will show how H (div)-conforming Finite Elements on the physical domain can be achieved by means
of transforming Finite Elements from the reference domain to the physical domain in a way which
preserves the normal component at the boundary and thereby the H(div)-conformity.

2.2.2 H(div)-conforming Transformation (Piola Transformation)

To obtain globally H(div)-conforming Finite Elements, i.e. shape functions whose normal components
at element interfaces coincide also on the physical domain, we make use of the H(div)-conforming
transformation also known as Piola transformation. It further ensures that the introduced degrees of
freedom are meaningful also on the physical domain. The following statements on the Piola transfor-
mation are given without proof. Those can be found in [Zagl06] or [Monk03, section 3.9]
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Lemma 2.2.2. (H(div)-conforming transformation) Let ®r : T — T be a diffeomorphism and
@ € H(div,T). Then the Piola transformation

wi=J;' F, @o®;

with F,
simpler:

V &, Jr = det(F T), implies w € H(div,T). The divergence of i is transformed even

div,(u) := Jy* divy (i o @71)
This transformation results in some further desirable properties:

1. The normal components transform like

w(z) - n(z) = 4(2) - A2) JH;”H

The transformation factor cancels out (except for the sign) with the transformation factor of
surface integrals

[ ds= [ 12l F: ") ds
JE E

which leads to (except for the sign) invariant surface integrals
/@-@E-q ds = sign(Jr) /Q@Eq d3 (2.2.12)
E E

2. Integrals of the form [, div(u) - ¢ dx are invariant (except for the sign) w.r.t. the Piola trans-
formation:

/Tdivg(@) .q dg:sign(JT)/Tdiv@(@)-qA di (2.2.13)

3. In the case of affine linear transformation, the Raviart Thomas space RT;(T') is invariant with
respect to the Piola transformation?.

With the help of the Piola transformation shape functions have to be defined only on the reference
domain. Additionally some integral terms are geometry-independent what can be exploited for a faster
matrix assembly. Using the Piola transformation on curved elements may lead to non-polynomial local
spaces on the physical domain as the local space on the reference domain is set to be polynomial and the
transformation doesn't have to be. In this case the Piola transformation still ensures H (div)-conformity
as the transformation of the normal component coincides for two (curved) adjacent elements.

2.2.3 The Exact sequence and the DeRham Complex

The exact sequence of the Sobolev spaces H', H(div), H(curl) and L? characterizes the relationship
between spaces and the according differential operators and provides a foundation for the construction
of the higher order H(div)-conforming Finite Elements we want to use.

2The same holds trivially for the Brezzi Douglas Marini Element space BDMy,
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2.2.3.1 Exact sequence of H', H(div), H(curl) and L?

Let's first state the exact sequence property on the continuous level in two and three dimensions. It
is called the de Rham Complex and in three dimensions it is written down as

R -4 g % HewrQ) 9 gdivo) o) 0 o) (22.14)

and should be read in the following way: the kernel of the operator standing on the right side of the
space is exactly the image of the operator standing on the left side of the same space. For example
the kernel of the curl operator in H(curl, Q) coincides with the gradients of H'(2).

The exact sequence implies the well known identities curl(V(-)) = 0 and div(curl(-)) = 0. It actually
tells us more: Assume div(u) = 0 for a function u € H(div,(2), then there exists a function ¢ €
H(curl, ), s.t. u = curl ¢ or assume curl u = 0 for a function u € H(curl,Q2), then there exists a
function ¢ € H'(Q), s.t. u = V¢.

In two dimensions, the sequence is reduced by one stage, which is either H(curl) and H(div). Thus
we have two different versions of the de Rham Complex:

R -4 @) 5 Hdo) 2020 % {0} (22.152)
R L om@) 2 gdv,e) W@ % (o) (2:2.15b)

The latter is the more important one for us as it involves the space H(div, 2).

2.2.3.2 The exact sequence for Finite Element spaces

Conforming Finite Elements which also fulfill the exact sequence property are desirable as the separation
into the kernel of the according differential operator and the remainder of the space can be exploited.
The following diagram includes the finite dimensional analog to the de Rham Complex of the continuous
spaces and presumes conforming discretizations (we just consider the 2D case (2.2.15b)).

R -4 @) 9 paiv,o) M o) S (o)

U U U (2.2.16)

R -4, thu:rl Zh ﬂ>th>{0}

2.2.3.3 Exact sequence for the lowest order Finite Element spaces

The group of Finite Elements consisting of first order nodal Finite Elements, lowest order Raviart
Thomas Finite Elements and piecewise constant Finite Elements possesses the exact sequence prop-
erty®, which is drawn in Figure 2.2.2. The two numbers below the drawn Finite Element indicate the
dimension of the image of the left hand side operator which coincides with the dimension of the kernel
of the right hand side operator (left number) and the dimension of the rest of the Finite Element space
(right number). The sum of both is the number of degrees of freedom on each element.

3in 3D, the lowest order Nedelec Finite Elements of first kind would be the appropriate representative for H(curl)
Finite Elements
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£ B%*k% k*{“}
|

I + 2 2 +1 1 +0

Figure 2.2.2: exact sequence involving the lowest order Raviart Thomas element

Another exact sequence involves the BDM; element and is the following.

1 +5 5 + 1 1 +0

Figure 2.2.3: exact sequence involving the lowest order BDM element

We see that the additional edge DOF of the H'-conforming element lead to three additional DOF
for the H(div)-conforming Finite Element space. But as we already saw, possible additional shape
functions are ffE()\l, A2) = curl(A\2) which are curl-fields (of H'-functions)* and thereby divergence-
free. The last step of the sequence is thus uneffected. This exact sequence reduces the polynomial
order by one for each differential operator in contrast to the one involving the Raviart Thomas element.

2.2.4 Construction of Higher Order H(div)-conforming Finite Elements

After having discussed the lowest order cases, we want to turn to the construction of H (div)-conforming
Finite Elements with arbitrary polynomial degree > 1. Several realizations are possible. Our approach
of choice is the one proposed and extensively discussed in [SZ05, Zagl06], where the construction of
variable order H'-, H(curl)-, H(div)- and L*-conforming Finite Element spaces on hybrid meshes with
tetrahedrals, hexahedrals, prisms, triangles and quadrilaterals is presented. The construction of the
higher order shape functions mimics the exact sequence property of the spaces H', H(curl), H(div)
and L? and thereby facilitates further approvements.

We proceed as follows: For the H (div)-conforming case only, we will show which face- and cell degrees
of freedom should be used to enable an H(div)-conforming Finite Element space which inherits the
exact sequence property from the continuous level. For completeness we will also give the set of basis
functions which were derived in [SZ05, Zagl06]. These use the separation of the element-local Finite
Element space into low order RT, face-associated, divergence-free element-associated and polynomial
space completing basis functions. This classification allows for reducing the degrees of freedom without
loss of accuracy, which will be discussed in the last part of this section. As before, we will limit our
discussion on the concepts and the two-dimensional case with a p-uniform triangular meshes. For
the more involved cases and further details we recommend to consult [Zagl06], where all details are
included and comprehensibly explained.

4X1 )\ is actually the standard second order edge bubble function
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2.2.4.1 Transfering the exact sequence property to the discrete level

We now want to obtain a sequence of higher order Finite Element spaces (W},, ¥, Q5) which fulfill
(2.2.16). All Finite Element spaces should be approximated with piecewise complete polynomials,
which is the generalization of the lowest order case of the exact sequence which involves the BDM;
element. We devide the degrees of freedom into three classes:

1. lowest order degrees of freedom (vertex-, edge- and cell-based®)
2. higher order edge® degrees of freedom

3. higher order element degrees of freedom

The lowest order degrees of freedom are exactly those we already used in Figure 2.2.2, i.e. vertex
shape functions, RT( and piecewise constants. For each polynomial degree an additional degree of
freedom is associated with an edge for W), and ¥,. These are called higher order edge degrees of
freedom and ensure continuity and normal-continuity, respectively. All other degrees of freedom are
higher order element degrees of freedom and have to provide shape functions which are zero at the
element boundary for W), or which have zero normal component for ;. For ()5 no such classification
has to be made as no continuity restriction is necessary.

In the next section we will give an appropriate choice of moments for H (div)-conforming Finite Elements
only, before we discuss the separation of the Finite Element space into four classes.

Moments / Degrees of freedom

We already discussed the lowest order degrees of freedom related to the RTy and BDM; Finite Elements
in section 2.2.1. In the high order case we use the following degrees of freedom for a Finite Element
of uniform order k:

e lowest order edge-based DOF:

Ne(@) = [ ¢-nds
e higher order edge-based DOF:
Ni(o /925 novds forve PHE)NP(E):
e higher order nonzero divergence cell-based DOF:
NG (o / ¢-v;dz  for {v;}a basis of curl([P**']{)

where [P*]¢; = [P*]Y N Hy(curl, T)

e higher order divergence-free cell-based DOF:
= / div(¢) div(v;) dz  for {v;} s.t {div(v;)}is a basis of div([P*]} )
A2

where [PF]2 | = [P*]? N Hy(div, T

5in 3D vertex-, face-, edge- and cell-based
6in 3D face and edge
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The last separation of cell-based DOF is owed to the exact sequence as it naturally divides them into
shape functions which have nonzero divergence ( ++ NZ) and those who are divergence-free («= NZ).
Additionally the higher order edge-based shape functions can be taken as the curl of H' edge-based
shape functions and are thereby also divergence-free.

We consider the following shape functions related to the degrees of freedom we just defined:

1. edge-based shape functions for edge E connecting vertices (w.l.o.g.) 1 and 2:

(a) lowest order:

QOE = M(Al))ﬂ - CL”(M)M

(b) higher order:

U= curl (LS (0 — Ao, M+ X)) [=aurl(pf)],  for1<i<k

2. cell-based shape functions for element 7" sharing vertices 1, 2 and 3:

(a) divergence-free:

YA = curl(ug)v; — curl(v;)u; = curl(u; v;) [= curl(9l)] for0<i+j<k-2

(b) nonzero divergence:

PP = curl(us)v; + curl (v )u; for0sitjsk=2 " 517
yg%j = (curl(A1) A — curl(Ag) A1), for0<j<Fk—2 B

where u; := L% 5 (A — Ao, At + A2) and v; := A3l;(2A3 — 1). Here we made use of the Scaled
Integrated Legendre Polynomials of degree i+ 2 wa and the Legendre polynomials 1; of degree
j . Both are defined in the appendix A.3.

The functions %! and goic’j are the edge- and cell-based shape functions used in [SZ05, Zagl06] for the
H'-conforming Finite Element space. So we see curl(T},) is completely included in 3, and furthermore
the subspace curl(W}, \ {¢v}), where {¢y }, the set of all lowest order vertex-based shape functions,
is explicitly separable, i.e. we can, except for the lowest order RT, functions, divide the space into
divergence and divergence-free functions.

Before we will make use of this, let's summarize the properties of the separation of the Finite Element
space in the next Table (2.1). Note that now each symbol (e.g. an arrow) corresponds not to exactly

one degree of freedom but to a class of degrees of freedom.
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NN NN

RT, DOF higher order  higher order div.-  higher order
edge DOF free DOF bubble DOF with nonz.
div
»F = @ span{v)} & D span{vl} © O span{vi™} & €D span{yirtd P}
EeFy, EeFy, TeTy, TeTy,
div(Zh) = @ PU(T) @ {0} @ {0} o @ PP
TeT, TeT,
#DOF = 3 + 3k +  ik(k—-1) + 3k(k+1)-1

Table 2.1: Separation of the H(div)-conforming Finite Element space

Let's also try a more physical interpretation of this space separation. Every flow field can be interpreted
as a superposition of a divergence- and vortex-free mean flow, (smaller and larger) eddies, sources and
sinks. The eddies can again be subdivided into three kind of eddies:

1. eddies aroung one or more vertices
2. eddies on an edge, i.e. eddies which have zero normal velocity on all edges except for one

3. eddies which lie within one element

To resolve the mean flow and the first kind of eddies we need the lowest order RT, shape functions.
Now the eddies we need to represent in order to increase the resolution can either be located at one
edge or within an element.

2.2.4.2 Excluding higher order divergence functions - Reducing the basis

With the introduced separation, we can neglect all higher order nonzero divergence shape functions if
we consider an incompressible flow explicitely. For u € ¥¥ there holds

e the divergence of the higher order divergence shape functions are linear independent (due to the
choice of the functionals N)

e the divergence of the space of all higher order divergence shape functions is %p(p +1) -1
dimensional on each element

e the divergence of the higher order divergence shape functions is L*-orthogonal to (element-
piecewise) constant functions (due to [y, yg ‘nds = deiv(yg) =0)
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e we can uniquely decompose u into QFSO, Q}]i;o, Qé and @g due to the separation of the space.

o div(
div(

u) = 0 now requires div(u5°) = 0, where div(u5°) € Q%(7,) and div(u®) = 0, where

uP) € PP=YT)NPT)* on each element T'

e This gives 1p(p+ 1) — 1 equations for u” which is a linear combination of Ip(p + 1) — 1 shape
functions.

Thus div(u) = 0 always implies u® = 0, s.t. those DOF can be neglected.

This reduces the number of unknowns drastically. Additionally for the incompressible Navier-Stokes
equations the pressure unknowns, which are lagrange multipliers for the incompressibility constraint,
can be reduced to the lowest order case, i.e. piecewise constant functions, because we only have to
control the RT degrees of freedom. The overall unknowns can thereby approximately halfed without
loss of accuracy for higher order approximation (p > 2, see section 2.5.2). The neglected velocity
DOF would be zero the one way or the other. Only the pressure approximation has to be recovered
with a post-processing step. This is not discussed in the proceeding. So instead of Xf we can work
with the space

= @ span{ul} @ @ span{uh} © @ span{ut) (2:218)

EecF;, EeF;, TeT,

2.2.5 H(div)-conforming Interpolation

At several places during the analysis later on we will need an H (div)-conforming interpolation ﬂik .
[H1]¢ — X% | which possesses the following properties:

e H(div)-conformity: II} (u) € ©F
e [2-optimal approximation of the divergence: (div(IL; (u)), qn) = (div(uw),qn) V¥ qn € QF?
e boundedness of the interpolation in the H' norm: ||II} (u)|| g1 < C||(w)]| a1
e the interpolator is a projector, s.t. Il (v) =v Vv e Xk
Those properties can be achieved with the interpolation operator proposed in [BF91, 111.3.3]. Also the

projection-based interpolation proposed in [DBO05] fulfills all the above requirements and is furthermore
p-robust. Proofs and further discussion can be found in [DBO05] and [DGS08].



2.3. DIVERGENCE-FREE HYBRID DG FOR STOKES EQUATIONS 71

2.3 Exactly divergence-free Hybrid DG method for the Stokes

problem

In this section we want to present the variational formulation as well the a priori error analysis for the

steady Stokes problem, which reads as

div(=vN u+pl) =f in O
div(u) =0 in €
u = up on T'p (2.3.1)
(Vyﬂ_pi) n =0 on Fout

On T',,; the natural boundary conditions are used. Those boundaries prescribe zero momentum flux

on the outflow region. It naturally comes up like Neumann boundaries (

9ul— 0] ) in the scalar case.

on

2.3.1 Introducing the method

As we already pointed out in section 2.1 our approach to a good (H)DG method is to decompose the
H'-consistency into normal and tangential consistency. Both components will be treated differently.
The normal consistency (i.e. normal continuity) will be enforced by the choice of the discrete space.
The tangential consistency will be included with a HDG formulation. The procedure to reduce trial and
test functions will not be adressed explicitely as the results stay the same and only make a difference
for the implementation.

viscous part

The procedure of deriving our Hybrid DG formulation for the viscous part is similar to the one used
for scalar diffusion. First we integrate by parts on each element.

/ div(—vVu)v Z / div(—vVu)v Z / vVu:Vodz 1/% -vds  (2.3.2)
TET, TET, on
Adding a consistent term
> / = hds = / y O g ds (2.3.3)
Ter, /oT 8n ry On
with the function © = v™ + v, which is single-valued, results in
Z/TVZQ:deg—/aT gz (v—12) ds—/FNl/gZst (2.3.4)

=[v"]

where we used v — 0 = v' — v’ =: [v']. The boundary integral allows for naturally plugging in the
outflow boundary condition. On the other parts the boundary term will vanish as o is zero there.
Similar to the procedure in the scalar case we can now use that [u'] is zero for the true solution to
add consistency terms for symmetry and stability. Finally we end up with

Ou ds+/ v [u]-[v1] ds (2.3.5)

dv
= > / vVu:Vudr— / v—-[v tﬂdg—/ v—-

Ter, or On or (‘9@
This actually is the analog to the scalar case. Instead of [u'] and [v'] you could also write [u] and
[v] as [u™] and [v"] is always zero due to H (div)-conformity. However, we stick with [u’] and [v/]
to highlight the decomposition of the continuity.
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pressure part

For the pressure we again integrate by parts on each element and replace the boundary value for p
with a numerical flux p.

/Qyp‘yc@: Z /Typ'ydg: Z —/Tp div(y)dng/aTﬁvndg (2.3.6)

TeTy, Te€Ty
on inner facet
We choose p = v} , S.t. / D U, ds = v, ds and results in
p { p  on boundary facets T; opt 02 poutp e

2 —/TP div(v) dx+/rmp U ds (2.3.7)

TeTy,

The boundary integrals are part of the natural boundary condition and so won't be considered for in

the bilinearform:
Dp(v,p) = > —/p div(v) dz (2.3.8)
T

TeT,

The discrete problem

Now we have described the formulation, but didn't specify completely which spaces we use. First we
have to introduce a new facet Finite Element space for the tangential facet functions:

FF .= {Q} cub € [PHE)* xnV E € fh} (2.3.9)

Then our velocity approximation u is again a composition of an element function u € EZ and uyp € F}’f
which we again indicate by the bold writing.
The compound space is called S¥ := ¥f x F and S,’iD = EZ’D X F,’ZD (or D = 0) denotes that
(homogeneous) dirichlet boundary conditions are incorporated into the space. Normal components of
boundary values have to be imposed on ¥ and tangential ones on F¥. That means that the normal
component is imposed in a strong sense, whereas the tangential component is only enforced in a weak
(Hybrid) DG sense.
Equally to the scalar case, the pressure space is the space Q¥ which consists of discontinuous, piecewise
polynomials of order k. It is chosen to be one order less than the velocity approximation.
Then the discrete problem reads:
Find u € S} and p € Qf, s.t.
Bh(gv X) + Dh(X,p) = <i’ U> Vve Silf,—gl 2310
Dy(u, q) — 0 vgeq) (23.10)

We also introduce the larger Bilinearform to shorten the notation at some parts of the analysis:
Kn ((,p), (v, q)) = Bp(u, v) + Dp(v, p) + Du(u, q) (2.3.11)
Thus (2.3.10) can also be written as (with U = (u, p) the velocity-pressure pair)

Kn(U V)= (fv) YV e&SittxQl=2F (2.3.12)
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We additionally introduce an appropriate norm:

10N, = (@, D)k, == Vil + [lpll 2 (2.3.13)

where || - ||1 is the hybrid version of the modified broken H'-norm, similar to the one we saw during
the analysis of the scalar poisson problem:

1 ou
lall = 3 {19 ulf+ 1B + ISR 2314

TeT,

Remark 2.3.1 (Weak incompressibility = strong incompressibility):

Due to the choice of the velocity-pressure pair, there holds div(X5 ™) C QF. Then Dy (u,q) =0V ¢
results in div(u) = 0 in a strong sense on each element. Additionally taking normal continuity, i.e.
H (div)-conformity, into account gives div(u) = 0 globally, thus the approximate solution is actually
exactly divergence-free. In other words the formulation imposes a strong incompressibility condition
on u.

Remark 2.3.2 (Reducing the facet unknowns):

As was pointed out in Remark 1.2.4 for the scalar case, in the pure diffusive limit the jump operator
could be replaced by a projection on the polynomial space of a degree lower and so the facet functions
could be chosen of an order less. As soon as we also consider convection this is not possible without
reducing the convergence rate.

Interpolation on the hybrid space 5},
Owed to the fact that tangential facet functions where added to ¥, resulting in S;f, we have to
introduce an appropriate interpolator / projector for the complete Finite Element space Sy

05, () == <H§k<@)7 ﬂﬁc(g)) with ﬂ%(g) e FY*  and

o t t - (2.3.15)
. (w), v = | trlz (w),vp Vup € B, (T)
oT oT

Notice that both projections w = ﬂfk(g) wh = Hﬁc(g) applied on adjacent elements result in the
same facet function w = w™ +w', so the global projector can be constructed in an element by element
fashion. Furthermore the projection ﬂfk(g) is bounded in the || - || norm as ﬂfk(@) and Hﬁ(g)
are bounded in weaker norms. Of course, as ﬂgk(g) is actually a projection onto S¥ there holds
ﬂg,k(ﬂh) = uy, ¥ uy, € S§.

Let's state the following Lemma, which will be made use of shortly after:

Lemma 2.3.1. The interpolation operator II}; , : [H'(Q)]¢ — SF for k > 1 fulfills the following
relations with ¢ independent of the mesh size:

Du(u,q) = Du(Mjuq) Vge@y! (2.3.16)
IS ulls < cllullm (2.3.17)

Proof. See the appendix, chapter B. n
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2.3.2 A priori error analysis

To show well-posedness and later on optimal convergence of the method we will make use of Brezzi's
Theorem. Essential conditions for this theorem are the coercivity of B), the boundedness of both
bilinearforms B;, and D), and an inf-sup condition on D,.

For the continuous problem with the canonical bilinearforms, i.e. replacing B, with [V u V vdz,
coercivity, boundedness and inf-sup condition hold, and due to the subsequent Theorem the problem
is well-posed and thus has a unique solution u € [H*(Q2)]¢ and p € L*(Q2). The task now is to show
that the same properties translate to our discretization. Therefore many of the scalar results can be

overtaken for Stokes.

The boundary is splitted into two parts I'p and I',,; where either Dirichlet boundary conditions or
Neumann boundary conditions are prescribed. By Neumann boundary conditions we mean bound-
aries where (Vyg—pi) -n is given. We call this part of the boundary I',,; as we just consider
homogeneous Neumann boundary conditions which are normally the outflow conditions of a domain.
Further we assume that wherever Dirichlet boundary conditions are prescribed, they are prescribed for
all components (just for ease of notation) and that I'p is a nonempty part of the boundary.

We will use the following discrete and continuous spaces during the analysis:

BDM, = Yf c ¥ = H(div,Q)
{uh i ul € [PHE) xnV Ee R} = Y c F' = {ub:uf € [L3(F) }
SEXFY = S ¢ § = LxF 18)
ppeP(MVTeT} = QF ¢ Q = L9
SEx QY = zZF c Z [HY ()] N [H*(T,)]* x L*(Q)

We introduce further the spaces EZ’k and SZ’k which in contrast to EIZ’* (which was the Finite Element

space without the higher order nonzero divergence functions) indicate the divergence-free subspaces
of XF and Sy

SrF = fu e SF:div(n) =0} "22 fu e SFDy(u,q) =0V g e QF Y} (2.3.19)

As we need to mimic H' regularity the BDM approach fits better than Raviart Thomas element as
with the full polynomial space the approximation of V u and w is more natural.

The identity operator id,, : [H'(Q)]? N [H?(7,)]* — S, which uses the well-defined tangential trace
for the tangential facet functions, will again be used at several occasions implicitely. It provides an
extension of the bilinearforms, s.t. B, : S xS —Rand D, : Q x S — R are well defined.

For ease of presentation we only consider constant viscosity v.

Brezzi's Theorem
We restate a rather extensive version of Brezzi's Theorem:
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Theorem 2.3.2 (Brezzi's Theorem). Assume that we have two Hilbert spaces V' and @) and two
continuous bilinearformsa : V xV — R andb: (Q xV — R

a(u,v) < Bollullv|vly Y u,veV

b(v,q) < Bllvllviiale VueV,Vqge@
and associated linearforms f : V. — R and g : Q — R, which are bounded in the operator norms
| - [y and || - ||qr. Assume further that coercivity of a(-,-) on the kernel of b, i.e.

a(u,u) > agllully YueV* ={veV :bl,q=0VqecQ}
and the inf-sup condition holds

, b(u, q)
inf sup ————
0#49€Q yecV ||“HVHQHQ

b
>a, >0 < sup (u,9)

> alldle  Vge@
ueVv HUHV

Then, the compound bilinearform

k((u,p), (v,q)) :== a(u,v) + b(u, q) + b(v, p)

is inf-sup-stable, i.e. with the definition of the compound functions, spaces and norms W :=V x @),
U:=(u,p), V= (v,q) and ||U|lw = ||ullv + ||p|lq there holds:

k
NICA%

>a|U|lw  YUeW
vew [Vliw

So the mixed problem

fatwn+bon) = 100 WoeV o )= j) o) ¥V W

is uniquely solvable and the solution fulfills the stability estimate

1Ullw = llullv + llplle < el fllv: + llgller)

with the constant ¢ depending only on oy, oy, B4, Bp.

Our task now is to show stability, consistency and boundedness for the discrete problem to get uniquely
solvability and the stability estimates. One essential ingredient for this is the treatment of the incom-
pressibility constraint. The inf-sup condition on the discrete level is often the most important criteria
for stability of numerical methods for incompressible flows. If a; of Brezzi's Theorem or in our case
ap, is required to be independent of the mesh size the inf-sup criteria is most often called the LBB
(Ladyshenskaja-Babuska-Brezzi) condition. We will again show consistency, stability, boundedness and
approximation one after another before we conclude with a priori error estimates in a discrete broken
H*' norm.

2.3.2.1 Consistency

One important property of the discretization is the consistency, i.e. that the discrete equation is fulfilled
if we replace the discrete solution with the exact one. The incompressibility condition is trivially fulfilled
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as the exact solution is exactly divergence-free.
Let (u,p) € Z be the solution of (2.3.1). Then for all ¢ € L*(2)

=> / —div(u) gdz =0 (2.3.20)

TET,
And for Bj, + Dy, we get for all v € S:

Bh (g, X) + Dh (X7 p)

= > {/TVVU Vodzr — /a Ok [[Xtﬂd§—/ O [u] ds

TET, T On

+ | v [u'] [V]ds — | div(v) pdx}

aT ~—~— T
—0
= Y /div(—uVu) vdx + Ou (v— [[Vt]D ds
rer, LT 7 Joar On . —
:v"+v%
+/vadac} > / “u,ds— > /pv ds
BeFint Ee]—'e” (2.3.21)
*) /dw VVu—i—pI ) vdx + Z / v +y’}) ds
TeTy, EE]:znt
_i _0
+ > t[E(VVu—pI) 'H(Q +yF) ds
EeFer
= [fuvdz+ [ (Wu-pI
Q I'p -

)-Q(Q”er%) ds
—

+/pm (VZQ—I?Q 'n(y"w;) ds

= /Qiydz

With those preparations we can conclude the following:

=0

Proposition 2.3.3 (Galerkin Orthogonality). Let Uy, = (uy,, pr) € Znp be the solution of (2.3.10)
and U = (u,p) € Z be the solution of (2.3.1). Then there holds

Br(u, —u,v,) +Dp(u, —u,qn) + Dp(vp,pn —p) = 0 YV (Vy,qn) € Sho X Qr(2.3.22a)
<~ ’Ch(Uh — U, Vh) =0 VWV, e Zh70 (2322b)

Proof. There holds Dy,(u,qs) = Du(uy, gn) = 0 Vgn € Qp, (see eq. (2.3.20)). And with (2.3.21) we
obtain

By(uy, vy) + Dp(vy, pn) — Br(u,vy,) — Di(v, pn) = /Qi Qdi—/ﬂiydgz 0 Vv, €Sho

(2.3.23)
which completes the proof. O
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2.3.2.2 Stability

The stability of the mixed problem consists of two parts, the (kernel-) coercivity of B, and the LBB
condition of D;,. For B;, we can reuse the scalar results. For the LBB condition we will essentially
benefit from the H (div)-conformity and the interpolation properties presented in 2.2.5.

First, let us define discrete HDG norms analogously to the scalar case (see section 1.2.3.2):

1
lul?. == 3 {19 wlf + - [w'l ) (2324)
TeTn
1 ou
bl o= 3 {15 a4 5 T + W G2 (2325)
TeT, —

They are again equivalent on the discrete Space S;, which follows with the same line of argument as
in the scalar case. In contrast to the scalar case we don't include a problem-dependent scaling like
or v which is owed to the different type of analysis we use in this chapter. Scalings with  now appear
explicitely in the estimates.

Proposition 2.3.4 (Coercivity). For a shape regular mesh and t,h (with h the local mesh size)
sufficiently large B,(-, -) is coercive on Sy, that is

Bi(u,u) > cvfully, > ag,vluli  YueS, (2.3.26)

with ¢, ag, € R independent of the mesh size.

Proof. The proof can be straightforwardly taken from the proof of the scalar equivalent (Proposition
1.2.2). As the norms are accordingly defined all inequalities hold even with the same constants. Even
the inverse inequality can be applied component-wise which leads to the same overall constant as in
the scalar case. O]

As the claim and the proof follow directly from the scalar case, even the stabilization parameter 7,
can be chosen in the same way as already discussed in chapter 1.

Proposition 2.3.5 (discrete LBB-condition for Dy,). For Dy(-,-) there holds

D
sup h(g7 Q)

wesrt [l

> ap,llglliz YV geQ; (2.3.27)

(as long as T'p # 0N (see also the subsequent Remark 2.3.3)).

Proof. In short we use several relations to come to

v 2. * 1. 2
sup Dy(u,q) > Dh(NX, q) 2 Dh(z* .q) L L lqllz-
west+t llulls (A4 collvllm — eica||ql| 2

1
> 2 2.3.28
> ——llals (2328)

The idea of the inequality labeled with "1." is to construct an [H']%regular function v* which fulfills
div(v*) = ¢. In 2. we find a discrete function v € S;** which fulfills Dy (¥, q) = Dy(v*, q) and can
be bounded in the HDG norm by the H'(Q) norm of v*. This procedure can also be found in [HL02].
We will explain the steps 1. and 2. in more detail now:
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1. Choose v*, s.t. v* = V¢ with ¢ € H? the solution of
99 _
on

The solution exists under appropriate regularity assumptions.
Then we use

() Duv' ) = X [ —div(e) gdz = [ ¢ dz = |l
TeT, T —Ad=g @

(b) lv*lar < [|9llg2 < cillql|32 due to elliptic regularity

—Ap=q on 2 and 0 on 0 (2.3.29)

2. Now we use Lemma 2.3.1 which garantuees the existence of a discrete function & € Sp |, s.t.

()

Dy(v",q) = Du(¥,q) ¥ ¢ € Qp (2.3.30)

(b) ) *
¥l < caflv”|| (2.3.31)
0

Remark 2.3.3 (Non-Uniqueness of the pressure if I'p = 02):

Note, that if Dirichlet boundary conditions are prescribed on the whole boundary, Dy (v,p) = 0 for
any constant pressure p. Thus the inf-sup condition does not work in this case. Then, the proof
goes wrong as the Neumann problem (2.3.29) posed therein does not fulfill the compability condition
Joqdz = [5q %i ds = 0 and thus has no solution.

The problem we observe here, is owed to the lack of uniqueness of the pressure of the Stokes problem.
This problem obviously also exists on the continuous level (as p only appears as a Vp in the strong
form).

We can solve this issue by forbidding constant-pressure contributions to p, i.e. replacing L?(Q2) by
Li(Q) :={p € L*Q: [,pdz = 0} in the weak formulation. Then, the pressure is made unique again.
This also solves the problem with the inf-sup-condition, because if we replace Q¥ by Q% \ R in the
discrete formulation, the compability condition for the Neumann problem (2.3.29) is fulfilled again and
the proof works.

2.3.2.3 Boundedness

Proposition 2.3.6 (Boundedness). For allu,v € S and q € Q there holds:

[Bn(w, v)| < B, v lul [Iv] (2.3.32)
with (g, = sup,cz, (1 + 7,h) and
Dn(u, q)] < \\/E lgllz lufl (2.3.33)
= fp,

Proof. (2.3.32) follows from the scalar poisson equation, where we used Proposition 1.2.3.
With [div(u)| = |tr(V u)| < Vd||V ul|r and Cauchy Schwarz inequalities the second equation also
holds true. ]
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2.3.2.4 Approximation

Proposition 2.3.7 (Approximation of the divergence-free subspace). Let u € [H'(2)]¢ N [H™(7)]
be divergence-free, then the spaces S; and S}, fulfill the following approximation relation

inf
w;, €S}

wy, —ufly <C inf |lv, —ulf, (2.3.34)
vV,ESh

with C' independent of the mesh size. This means that the approximation error on the divergence-free
subspace is (up to a constant) as small as the approximation error on the whole space.

Proof. This proof is taken and adapted from [Brae97, remark 4.10]. As v, € S, there holds (see
Lemma 2.3.1) II3 (v,,) = v;, and for the solution u there holds IT; (u) € S;. If we additionally make
use of the boundedness of the projection II; we obtain:

ILL5 (w) —ull = I (u—v,) — (u—v,) [l < [lu—villi+elu—vyll 4 iy < A+ lu—v, [ (2.3.35)

So for every arbitrary v, € Sj, we can construct a function w;, = IT; (u) € S, s.t. the claim holds.

]

Proposition 2.3.8. On a shape regular mesh I, which consists of affine transformed elements and a
function u € [H'()]2N [H™(73)]¢, m = k+ 1 > 2 there holds the following approximation result for
Sh

inf fJu vl < C 5 1 [l (2336)

Vi E9 TET,

with C' independent of the mesh size. For quasi-uniform meshes the direct conclusion of it is

inf_Jlu— vl < C B fulimz, (2.337)

VrEoh
Proof. Use Bramble-Hilbert Lemma with L = id,, —ﬂ,‘f’k and a scalar product similar to the one used
in the scalar case. Then, as in the scalar case we directly get the local estimate:
Nid, — 105 Jull! < C fulunery Y€ [HN D) (2.338)
As the scaling of the norm is exactly the same as in the scalar case an adapted version of the proof of

Proposition 1.2.6 also works in the vector-valued case. 0

As already pointed out we could replace Xf = BDM,, with % = RT,_; to get a stable solution. But
we would loose one order of accuracy in the last Proposition if we'd do so.

Proposition 2.3.9. On a shape regular mesh 7;, which consists of affine transformed elements and
a function p € H™(7;,), m = k + 1 > 1 there holds the following approximation result for Q¥ as
introduced in section 1.2.2.1.

inf |lp—aqullZe < C D hF plipmer) (2.3.39)
Qhth TeT;,

with C' independent of the mesh size. For quasi-uniform meshes the direct conclusion of it is

inf P — gnllrz < C B |plgm(z,) (2.3.40)

qn< h
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Proposition 2.3.10. On a shape regular mesh 7;, which consists of affine transformed elements and
a function (u,p) € [HY(T3)]¢ N [H™(T;)] x H™(T;), m = k + 1 > 1 there holds the following
approximation result

. 2 . 2 k+1 2 2
‘2& lp = anllz2 +v 1€n§+1 lu—wv,lli <Ch (|p|Hm(Th) +v |U|Hm(Th)) (2.3.41)

ISy, Yp SO

2.3.2.5 Putting it all together

Lemma 2.3.11 (Cea's Lemma for Stokes). Let (u,p) € Z be the solution of (2.3.1) and (uy, pr) €
77+ the solution of (2.3.10). Then there holds

M%mﬂm+v@%—UNn9{iﬁJm—%Mﬂwﬁ mgmu—wm} (2.3.42)
anEQY, v,eSyt!

h

for ¢ independent of the mesh size.

Proof. We basically use Cea's Lemma for K, and again substitute U := (u,p) and V := (v, ¢) and

define Uy, Vi, W, € ZF™ accordingly . Due to Brezzi's Theorem, Lemma 2.3.2, we have inf-sup

stability for Kj, with a constant ay,. Boundedness is easily achieved: For all Uy, V), € Z,’f“ :

(K (Un, Vi) < | Br(uy, vy + |Dn(uy; qn)| + | Dr(v; )|
< Beviwlillvall: +  Boulleallezllvalls + Bo,llanllllug
<  max(8s,,0p,) — (Wlapll +lpellzz) - (VVlvall + llgnllze)
=Bk,
= B, 1Unllx,, [[Vallx,
(2.3.43)

Now again we use the triangle inequality for the error U — U},
U = Unlic, < U = Vallc, + Vi — Unllk, (2.3.44)

The second term can be bounded by the first term due to inf-sup stability, boundedness and consistency
of K. We take W}, such that inf-sup stability holds and V}, is an arbitrary element of Z}’f“:

1Un = Vil Wille, < oo Kn(Un = Vi, Wa)
h

< é (ICh(Uh —UW,) + Kp(U =V, Wh)> (2.3.45)
=0
B
< a%jHU— Vil (Wl
So we have
I~ Ul < (1+ 2290 = Vil (2.3.46)
h

which holds for all discrete functions V},. So the limit is also true and if we keep in mind the definition
of the || - ||k, norm the claim holds true with ¢ = (1 + g%) Note that the constant scales in the
h

same manner as for the scalar HDG discretization. ]
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Lemma 2.3.12 (An estimate in the || - ||, norm). Let 7, be a quasi-uniform shape regular mesh,
(wy,,pn) € Zf be the solution of (2.3.10) and (u,p) € [H' ()] N [H™(Ty)|* x H™ 1 (Ty), m > 2
the solution of (2.3.1). Then there holds the following error estimate:

I = pullze + Volu — wally < Oh* (Volulirry + lplirrzy) s =min(k,m—1) (23.47)

Proof. Marriage Lemma 2.3.11 and the approximation results, i.e. Propositions 2.3.8 and 2.3.9. [

Lemma 2.3.13 (Ceé-like Lemma for the velocity). Let (u,p) € Z be the solution of (2.3.1) and
(uy,,pn) € Zy, the solution of (2.3.10). Then there holds the following estimate not including the
pressure field:
lu —wpfly < e inf flu—w|y <c inf flu—w,| (2.3.48)
w, €S} w;, €S

with ¢; and ¢y independent of the mesh size.

Proof. Use coercivity, consistency (B, (u;, — u,vy,) = —Dp(v,,p — pr)) and boundedness to get

ag, v | wy = wy, IF < Bu(w, — w, vi) = Bu(w, — u,v,) +B4(u — wy, vi,) < B, vlu—wi[ [[valh
——

=Y =—Dp(¥p,,p—pr)=0

(2.3.49)

where Dy, (vy,, p — pr) = 0 just holds true on the (exactly) divergence-free subspace. Divide (2.3.49)
by ag, [|u, — w,[|1 and use the triangle inequality to get:

B8,

aB

= wall < - walls + s — s < (1 ; ) fu - wll (2.3.50)

h

which completes the proof. O

With the last estimate we see that the approximation of the pressure field p is not at all required to
fulfill any approximation condition explicitly to get optimal convergence results in the ||- ||; norm for the
velocity field u. Nevertheless exactly divergence-free velocities are essential for the last estimate and
so the pressure field has to be chosen rich enough. For the reduced basis presented before (see section
2.2.4.2), this means that only a constant pressure approximation (corresponding to the RT, DOF)
works without destroying higher order convergence of the velocity field as long as the incompressibility
constraint is ensured exactly (e.g. with the Finite Element space presented before).

We can show better results for the velocity field in the L? norm, if we use standard duality techniques.
Therefore we have to assume regularity of the adjoint problem, which coincides with the primal problem
except for the different force term f € L2. So, those assumptions are as realistic as in the estimates
before.

Lemma 2.3.14 (Aubin Nitsche for the velocity). Let (u,p) € Z be the solution of (2.3.1) and
(uy,,pn) € Zy, the solution of (2.3.10). Then there holds

lw = upl[r2 < ¢ hflu —uy |, (2.3.51)

for ¢ independent of the mesh size.
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Proof. We pose the adjoint stokes problem with f(v) := (u — uy,v)q. Find W € Z, s.t.
Kn(V,W) = (u— uy,v)q VVez (2.3.52)
Under regularity assumptions on the domain we may assume W € [H?(2)]¢ x H*(2). Then we choose
V=U-U, = (u—uy,,p—pn) and so get
= wy 132 = K (U = Upy W) 2 Ko (U = Uy, W = W)

= Bu(u — up, w — wy) + Dp(w — wy, p — pn) + Du(u — up, g — qn) (2.3.53)
=0 =0

< B, vllu — up[l1flw — wy |1y

where we shifted an arbitrary function W), € Z* into the bilinearform due to consistency in (x).
Dyu(+,-) = 0 holds as u, uj,, w and w;, are divergence-free. Now we can choose W), as the linear
projection of the velocity (which is divergence-free) and the constant projection of the pressure. As
we have assumed sufficient regularity we have

1w — walli < Coppr B 0l (2.3.54)

Furthermore the | - |72 semi-norm of u can be bounded by u — w,, in the L? norm since we assumed
sufficient regularity:

vwlm < Cregl| fll2 = Cregllu — | 2 (2.3.55)
Putting together (2.3.54) and (2.3.55) and dividing by ||u — w]||z2 the statement holds true with
C= ﬁBh Creg Cappr- []

We conclude the a priori error analysis section with the statement of optimal convergence rate for the
velocity L? error:

Lemma 2.3.15 (L? norm estimate). Let 7}, be a quasi-uniform shape regular mesh, (u,,py) € ZF
be the solution of (2.3.10) and (u,p) € [H ()] N [H™(T},)]? x H™1(T;,), m > 2 the solution of
(2.3.1). Then there holds the following error estimate:

lu — up |2 < ChsH (\/;\g Hs(T,) T ‘p'Hs—l(']'h)) s = min(k,m — 1) (2.3.56)

Proof. Use Lemma 2.3.13, Lemma 2.3.14 and Proposition 2.3.8 O
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2.4 Exactly divergence-free Hybrid DG method for the Oseen
problem

In this section we want to add a vector-valued version of the scalar HDG upwind method to the Stokes
Equations to include convective effects. We therefore start by replacing the nonlinear convective
velocity u of the Navier-Stokes equations by a known velocity w. Normally w is an old value of u
during an iterative procedure. So the Oseen problem is

dv(—vVu+u®@w+pl) =f in Q
diviu) =0 in 2
w = up on I'p (2.4.1)
(VEM—PQ n =0 on Fouz‘,

2.4.1 Introducing the method

Except for the (for now linear) convective term div(u ® w) the numerical treatment of the set of equa-
tions is the same as for the Stokes Equations. We additionally introduce the bilinearform Cp,(w; u, v)
where w originates from a function w € Z. We use the same procedure to derive the Hybrid DG up-
wind bilinearform as in the scalar convective case by looking at each component one by one. The only
difference appears when looking at the upwind-part. As u" is continuous for each discrete function,
we just have to treat the tangential component in an upwind fashion.

We directly give all three versions of the bilinearform as the derivation is straight-forward when knowing
the scalar version and the notation used for the viscous bilinearform 5,.

ub w, <0

H up n =
With « u+{ut w, > 0

Cr(w,u,v)
— {—/ u®w:Vude + wpu? vds + | wy(ub —u') vl ds} (2.4.2a)
Tet, T or OTout
— Z {/ div(u ® w) vd:r+/ Jw,| (v — ul) v ds+/ Jw,, | (ul — uh) v}ds} (2.4.2b)
']' L7L Tout
=) {—/ uRW : Zydle/ wnu"? ﬂy]]d§+/ Wnlly U dS} (2.4.2¢)
Tet, T ar aTAr

So the discrete version of (2.4.1) is
Find U = (u,p) € Zpp,st. Kp(UV)+Chlw,u,v)=(f,v) YV =(v,q) €Zro (243)
The bilinearform consisting of convection and viscosity(diffusion) is again called A; : S x S — R:

An(u,v) == By(u,v) + Cp(w, u,v) (2.4.4)

2.4.2 A priori error analysis

The analysis used in chapter 1 can, for the most part, be translated directly to the Oseen problem to
show that A}, is consistent and coercive. Approximation results can be adopted from the last section
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because we won't introduce another convection norm, but work with the discrete broken Sobolev norm
Il - lli- So the analysis here will be most meaningful in the diffusion dominant regions, i.e. where the
Peclét number is small. The only ingredient we have to put some effort into is the boundedness of the
bilinearform C,.

Consistency
The discretization of the vector-valued convection is also consistent:

Proposition 2.4.1 (Galerkin Orthogonality). Let (w,,pn) € Znp be the solution of (2.4.3) and
(u,p) be the solution of (2.4.1). Then there holds

Ch(wsu, —u,v,) =0 Vv, €8 (2.4.5)

Proof. See the proof of the scalar analogous Proposition 1.2.1. n

Stability
In this section we won't consider purely convective equations and so we always consider just the
bilinearform A}, directly. That's why the used norms are taken from the diffusive limit (without
viscous scaling), i.e. the discrete H'-seminorm || - ||;. To get stability, that is coercivity for this kind of
analysis, is easy. From equation (1.3.18) we know that the contribution of the convective bilinearform
is positive and so

An(u,u) = By(u, u) + Cp(w;u,u) > ap, [|ufli (2.4.6)

—_————

>0

and we conclude:

Proposition 2.4.2 (Coercivity). For a shape regular mesh and t,h (with h the local mesh size)
sufficiently large Ay(-,-) is coercive on Sy, that is

An(u,u) > ag,lullf  Yues, (2.4.7)
with as, = ap, v € R only depending on the shape regularity of the mesh, the polynomial degree and

the kinematic viscosity v.

Boundedness
We now want the trilinearform Cj, to be bounded (in all three arguments) w.r.t. the discrete norm
Il - ll.- Unfortunately we can show this only in two dimensions:

Proposition 2.4.3. Foru,w € (XN [HY(7,)]?) x F*, div(w) = 0 and v € S}, there holds

Ch(w, u,v)| < G, Iwllullillvll = Ge, lall vl (2.4.8)

for Bz, € R and (¢, = B¢, |[w||1independent of the mesh size.

Proof. See appendix, B n
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Remark 2.4.1:

The assumption u, w € (X N[H'(7;,)]¢) x F' is satisfied for discrete functions of S, as well as for all
functions of [H(2)]? if we again use the tangential trace operator to identify a function of [H1(£2)]
with one of F'*. Thus the discrete and the continuous solution can be plugged in here for u and w.
Actually for w the tangential component is not important at all, s.t. the regularity and the used norm
for w could be optimized further and a wider class of functions (e.g. functions without facet-values)
could be used. We indicate that by not using the bold writing for the first argument of C;. However,
in our case w is going to be an approximation to u, s.t. using the same regularity assumptions and
norms is reasonable.

Putting it all together

As we now still have coercivity, boundedness and consistency with respect to the "old" norm || - |1, we
can use the results we got for the Stokes problem. Thus optimal convergence in the broken H! norm
as well as L? norm for the velocity field are achieved. Nevertheless there remains a disadvantage of
the analysis we used here:

If we look at the proof of Lemma 2.3.11 or Lemma 2.3.13 we have to replace the constants for B,
with the constants for A;,. But this results in

(1 + ﬁAh) = <1 + v, + ”’Wmlﬁch> =c+cy- 7|||ﬂ|||1 for c,c0 € R (2.4.9)

a4, vag, 14

Thus for convection dominating over viscosity (i.e. diffusion) the constant increases. That's why this
kind of analysis, which is based upon ellipticity of the bilinearform A;, is less appropriate for large
convection. Nevertheless existence and uniqueness of the discrete solution is still ensured in that case!
Actually the method itself works fine also in the convection dominated case. As long as viscosity
dominates the behaviour of the system the constants which appear have the same magnitude as in
the Stokes case and the results are comparable also w.r.t. the constant.
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2.5 Exactly divergence-free Hybrid DG method for the Navier-
Stokes problem

If we replace the convective velocity of the Oseen problem we recover the original steady Navier-Stokes
problem:

dv(-—vVYu+u®@u+pl) =f in O
div(u) =0 in
w = up on T'p (2.5.1)
(Vvﬂ_pi)ﬂ =0 on I‘out

This set of nonlinear equation can then be solved iteratively by means of a Picard iteration, which
solves an Oseen problem with the convective velocity of the last iteration at each step. Here the
solution of the Stokes problem is a good initial guess as it garantues a divergence-free velocity.

The discrete problem reads

Find U = (u,p) € Zpp,st. Knp(UV)+Chlu,u,v)=(f,v) VV =(v,q) € Zng (2.5.2)

2.5.1 Introducing the method

The only step we have to take to get from the discretization of the Oseen problem to the nonlinear
problem is to describe an iterative procedure converging to the discrete solution. E.g. this iterative
procedure could be a Newton-Raphson method. Here, we consider the simpler approach, the Picard-
iteration:

Algorithm 2.5.1 Picard-iteration for the steady Navier-Stokes equations
Seti=10
Solve the discrete steady Stokes problem (2.3.10) for u®
repeat
increase 7 by 1
Solve the discrete steady Oseen problem (2.4.3) for u™ with w = u"~
until desired accuray is achieved (||u" — u" 7|12 <€)

1

Now we hope that this fixpoint iteration converges. If it does, it obviously converges to a discrete
solution of (2.5.2). Convergence of the fixpoint iteration, which would imply existence and uniqueness
of (2.5.2), is only ensured under so called "smallness assumptions”, i.e. volume forces and boundary
conditions are assumed to be sufficiently small. To use those smallness assumptions is reasonable as
existence and uniqueness of the continuous problem also depends on them. In [CKS05, Theorem 4.7]
and [CKS05, Theorem 4.8] those smallness assumptions where used to proof existence and uniqueness
of the discrete solution for a similar exactly divergence-free DG method. They also provide a priori
error estimates which ensure the optimal convergence properties we achieved for the Stokes problem
and the Oseen problem. The same technique could be applied here. A detailed look at those proofs
shows that except for adapting the bilinearforms and norms used therein the proof can actually be
directly applied to our discretization.
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2.5.2 Numerical Example: Kovasznay flow

We consider an exact solution to the Navier-Stokes equations obtained by Kovasznay [Kova48] which
we will use as a reference solution. The Kovasznay flow is two-dimensional and describes the fluid flow
behind a grid. The solution is given by

u(zy) = < 1/\— e)\’:” cos(2my) >

5o sin(2my)
1
p(z,y) = —562’\9” +7D withp e R
with
\ —8n?
vl 4 6An?
On the boundary of the domain 2 = [—3, 2] x [0, 2] we prescribe inhomogeneuos Dirichlet data given

by the exact solution. If we additionally demand the average of p (ﬁ Jopdz) to be zero the solution
of the steady Navier-Stokes equations is unique and is exactly the solution proposed by Kovasznay
with a suitable p.

Again we choose 75, as in the numerical examples before with o to be 2 and consider the case where
v = 1. The chosen meshes we used and a view on the solution can be found in Figure 2.5.1.

.
3

=

(a) Initial and finest mesh used for the discretiza-  (b) Absolute value of the velocity solution and
tion and absolute value of the velocity solution streamlines

Figure 2.5.1: Solution and meshes for the Kovasznay problem

Convergence of the method

In the next table we see the convergence of the method for the chosen example. We observe that
the pressure error in the L?-norm and velocity error e, in the broken H* seminorn converge with the
expected rate h” whereas the L?-norm of the velocity error e;, converges even an order faster. That is
what we expected from the analysis carried out before. We can furthermore observe how the reduction
of the Finite Element space reflects on the number of unknowns (compare DOF with DOF*) and the
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number of nonzero elements in the matrices (compare nze, which stands for "nonzero entries"”, with
nze*). For p = 2 the unknowns are reduced roughly by a factor of% and a factor of nearly % is achieved
for p = 4. We see that the asymptotial reduction factor of % is already achieved for moderately high
p. For all meshes and polynomial degrees the iteration counts are bounded by 10.

Table 2.2: Errors and order of convergence of pressure and velocity in different norms as well as a
comparison between DOF of the hybrid divergence-free DG method with and without the reduced

meshlevel lealle | Idivan e | 126l | Ip— pallie
(elements) DOF| DOF*| error  order error error  order| error  order
0 (18) 306 234] 3.21 —| 6.77e-9 5.76el  —| 4.19el —
1 (72) 1152 864| 6.25e-1 2.36| 5.48e-9 1.91el 1.60| 2.16el 0.96
2 (288) 4464 3312 8.62e-2 2.86| 5.20e-9 5.22 1.87| 6.52 1.73
3 (1152 17 568| 12 960| 1.00e-2 3.11| 5.69e-9 1.31 1.99| 1.75 1.90
4 (4 608) 69 696| 51 264| 1.17e-3 3.10| 7.83e-9 3.26e-1 2.01| 4.49e-1 1.96
5 (18 432)| 277 632|203 904 | 1.42e-4 3.04| 1.28e-8 8.11e-2 2.01| 1.13e-1 1.99

basis for the kovasznay flow problem using polynomial spaces up to degree 2.

meshlevel lenllze | ldiva)llze | [[V(en)llz2 | llp = pallz2
(elements) DOF| DOF*| error  order error error  order| error  order
0 (18) 780 456| 3.24e-1 —| 2.70e-9 9.36 — 3.8el —
1 (72) 3000 1704  1.56e-2 4.38| 4.86e-9 8.59e-1 3.45| 1.22 4.96
2 (288) 11 760| 6576| 5.62e-4 4.79| 5.03e-9 6.06e-2 3.83| 1.09e-1 3.48
3 (1152 46 560| 25 824| 1.84e-5 4.93| 5.80e-9 3.89e-3 3.96| 7.83e-3 3.80
4 (4608)| [185280|102336| 5.73e-7 5.01| 1.88e-9 2.43e-4 4.00| 5.08e-4 3.95
5 (18 432)| [739 200|407 424| 1.80e-8 4.99| 7.81e-8 1.52e-5 4.00| 3.19e-5 3.99

Table 2.3: Errors and order of convergence of pressure and velocity in different norms as well as a
comparison between DOF of the hybrid divergence-free DG method with and without the reduced
basis for the kovasznay flow problem using polynomial spaces up to degree 4.
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Chapter 3

Time Integration for incompressible flow
problems

3.1 Semi-discrete form of convection diffusion type problems

So far we only considered steady flow problems in the last chapters in order to concentrate on the
proposed spatial discretization. Now we to take time discretization into consideration. We will use
the method of lines here, i.e. we use spatial discretization and apply time discretization schemes
afterwards. As we discussed convection diffusion and the Navier-Stokes Equations we want to cast
both problems into a unified form. The discretization of the unsteady problems (1.4.1) and (2.5.1)
then read

M(?;:,U) + B(u,v) + C(u;u,v) = f(v) VoveV (3.1.1)
or in operator notation:
M?;—FBu—i—C(u)u:f (3.1.2)

In the following table we summarize the interpretations of this notation which result either in the
unsteady convection diffusion equation or the Navier-Stokes equations.

unified notation | scalar convection diffusion counterpart | Navier-Stokes counterpart

u,v eV scalar quantity u = (u,ur) € V}, velocity-pressure pair U=(u, up, p)€Zy,
M(,-) Mass matrix M (u,v) := / uvdr Mass matrix M (u,v) := / uvdr
Jo Q
matrix properties | block diagonal not block diagonal
B(-,") diffusion bilinearform By (-, -) (1.2.8) | stokes bilinearform, i.e. viscosity, pres-

sure and incompressibility constraint:
Kn(-,-) (2.3.11)

matrix properties | symmetric positive definite symmetric indefinite

C(5-) convection bilinearform Cp(-, -) (1.3.4) | nonlinear vector-valued convection bi-
linearform Cy(-;-,-) (2.4.2)

properties linear nonlinear

f) source terms force terms
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We see that the bilinearforms for the Navier-Stokes equations are less comfortable as those of the
convection diffusion equation. Actually due to the incompressibility constraint the system of equations
arising from spatial discretization is not even an ordinary system of equations, but a differential algebraic
(DAE) system. That is why we will concentrate on this more involved case, transferring the results to
convection diffusion is then straight forward.

Remark 3.1.1 (On facet unknowns):

Time derivatives of facet unknowns do not appear in either of both formulations and thus even the
convection diffusion discretization is not an ordinary system of equations (the equations for vp are
algebraic). But as facet unknowns can be eliminated easily, see section 1.2.2.2, 1.4.1.1 and 1.5.1, this
problem is only a formal one and can be overcomed easily. In the proceeding we will neglect to adress
this issue.

3.2 Approaches for Time Integration: explicit vs. implicit

We now want to discuss the numerical integration of (3.1.2). Therefore let's have a look on the two
most famous lowest order time integration methods, the explicit (forward) and the implicit (backward)
Euler method. Denoting with u", u"*! the values of the discrete solutions at time t" and ¢"*!,
respectively, and furthermore defining the increment Au := u"*! — 4", the explicit Euler method
reads:

A
Mﬁ = " — Bu" — C(u")u" (3.2.1)
whereas the implicit Euler method is
Au n+1 nt1 n41y, n+l

Those methods are the simplest representatives for explicit and implicit time integration methods
whose advantages and disadvantages will be discussed in the following.

3.2.1 Explicit methods

For the Navier-Stokes equations fully explicit methods are not directly possible as the incompressibility
constraint is algebraic and thus has to be treated implicitely. At least you need to treat the pressure
and the incompressibility constraint implicitely and the rest explicitely.

A more elegant way to derive explicit methods for Navier-Stokes equations is the projection onto the
divergence-free subspace. On the divergence-free subspace, the Navier-Stokes equations are a system
of ordinary differential equations. For this we can apply every explicit method directly. Afterwards we
have to go back on the full space by reintroducing the incompressibility constraint for the new time
step, i.e. an implicit term. As this is nevertheless the minimalistic approach for time integration of
Navier-Stokes equations we may still call it explicit.

Explicit time integration comes with basically two nice properties: Discrete systems arising from explicit
time integration are linear and normally involve only the mass matrix. For Navier-Stokes equations
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the situation is - as we have seen - more involved and the mass matrix has to be extended with the
incompressibility constraint:

M 0 Au_ M DT Au_
0 0)Ar T D 0 )JAt

where M is the mass matrix and D”, D the discrete gradient of p and the discrete incompressibility
constraint, respectively.

Remark 3.2.1 (Modifications of the spatial discretization for explicit time integration):
Solving linear systems of equations with the extended mass matrix

(5 5)

for the discretization proposed in chapter 2 is not at all cheap (mainly due to the fact that M ! is
not sparse), at least we can do better. Therefore let's shortly explain possible modifications of the
formulation which make the use of the spatial discretization more efficient for explicit time integration:
If we use completely discontinuous finite elements instead of H (div)-conforming ones and introduce
lagrange multipliers pr, gr to ensure normal-continuity, the mass matrix M is block diagonal and the
schur complement DM 1D is a sparse symmetric positive definite matrix which is comparable to
a discrete laplacian for the pressure. As H(div)-conformity is then ensured through the additional
lagrange multipliers the spatial discretization coincides with the one proposed in chapter 2.

The major disadvantage of explicit methods is that they are only conditionally stable, s.t. a certain
time step restriction has to be fulfilled. Due to the time step restriction this approach renders inefficient
for non-negligibly large viscosity. Those time step restrictions behave in the following way:

Convection owes time step restrictions which scale linearly with the spatial resolution and the magnitute

of the convective term |u|
h 1

At < co—— 3.2.3
P? |ul (3:23)
for some constant ¢ € R whereas the viscosity demands more:
h?1

for some constant cg € R. The latter condition is often the more disturbing one as it scales quadrat-
ically with ]% and dominates over the first condition for moderate values of v.

3.2.2 Implicit methods

In contrast to explicit methods most practically relevant implicit methods are unconditionally stable.
This of course is desireable, but it doesn't come for free. The system of equation you have to solve
in each time step may be considerably expensive: In our case it is nonlinear and each linearization
results in a linear system of equations with a nonsymmetric and indefinite matrix. This implies that
the matrices are, in contrast to explicit methods, varying at each time step.

For stiff systems implicit methods are indispensable and the viscosity matrix of the Navier-Stokes
discretization is considerably stiff for moderate values of v which results in the inconvenient time step
restriction (3.2.4) for explicit methods. Thus for problems with non-small diffusity (viscosity) implicit
methods should be prefered.
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3.2.3 Semi-Implicit methods

Let's also discuss a mixture which combine the features of explicit and implicit methods with the
following aim:

e Avoid solving nonlinear, nonsymmetric equations (too expensive)

e Avoid quadratical dependence of the time step on the mesh size (see (3.2.4))
or, to put the second point in another way:
e Avoid integration of the stiff part with an explicit scheme

We achieve this by splitting the r.h.s. of (3.1.2) into an implicit and an explicit part. The diffusive
term, i.e. B is treated implicitely and the (nonlinear) convective term C' is treated explicitely resulting
in the first order semi-implicit Euler:

Au
M— = f" — By"™ — )"
; f u C(u™)u

& (M + AtB)Au = At(f" — Bu™ — C(u™)u")

(3.2.5)

As f is (assumed to be) independent of u the choice of the time level for f is arbitrary, i.e. the costs
for evaluation are the same for ¢ and t"*1. In the following we will treat f explicitely, i.e. in the same
way as the convective term. Nevertheless other choices are possible.

3.2.4 Stability vs. Efficiency

In practice all three approaches discussed above are use. Which of those methods is the most appro-
priate, i.e. the more efficient, normally depends on the spatial discretization, the flow parameters and
perhaps also on the computer you are working on!. Implicit methods are most robust and could be
used for all practically relevant flow configurations, but if the use of explicit or semi-implicit methods
is possible without dramatical restrictions of the time step, the implicit method is often (far) more
expensive. In general there can't be stated a best choice. Nevertheless as (fully) explicit and (fully)
implicit approaches are well-known we will concentrate on the discussion of semi-implicit approaches.

3.3 Higher Order methods

All three time discretizations mentioned above ((3.2.1), (3.2.2) and (3.2.5)) are only of first order.
For fully explicit (and with this respect the method with implicit treatment of the incompressibility
still applies as fully explicit) and fully implicit schemes extensions to higher order methods by e.g.
Runge-Kutta formulas are well-known. For semi-implicit schemes the extension to higher order seems
to be less famous. We want to discuss the so called implicit-explicit (IMEX) schemes which allow for
such an extension in the next section.

le.g. some methods may be easier to parallalize then other
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3.4 IMEX Time Integration

Starting point is the equation (3.1.2)

where B is a linear operator describing a diffusive process and thereby is stiff, whereas C'(u) is a
possibly nonlinear convective operator. In the following we want to treat the diffusive operator always
implicitely and the convective operator always explicitely. For convenience we thus write (remember
that f is also treated explicitely)
M(Z:; + Bu=f—C(u)u

Terms on the right hand side are treated explicitely and those on the left hand side implicitely. We
already saw the first order version of these IMEX schemes. It is obtained by replacing the time
derivative by a finite difference and by exchanging u by u"*! on the l.h.s. and u by u" on the r.hs.
resulting in

Miltt + Bu"tt = " — C(u")u"
We will discuss two different realizations of higher order extensions in the sequel. These are either
achieved with special partitioned Runge-Kutta methods or Multistep methods. Further we will focus
on methods which are stiffly accurate as they garantuee that the solution at the new time level is
divergence-free. DAE systems can be seen, with this regard, as a limit case of stiff systems and so
stiffly accurate schemes are appropriate for those kind of problems.

3.4.1 IMEX Runge-Kutta methods

The basic idea of IMEX Runge-Kutta methods is simple: combine two compatible Runge-Kutta
schemes from which one is implicit and one is explicit, in a way such that a scheme is achieved
which has the overall order of accuracy which coincides with the minimal order of accuracy of the
individual Runge-Kutta schemes.

To find the compatibility condition for two Runge-Kutta schemes to match in the desired sense is
actually quite simple: They just have to work on the same time levels. Methods fulfilling these criteria
were introduced and discussed in [ARS97].

In the following we will only consider the pair of Runge-Kutta schemes which consists of one explicit
Runge-Kutta scheme and one diagonally implicit Runge-Kutta scheme which is stiffly accurate. Fur-
thermore we prefer methods which are singly diagonally implicit and L-stable?>. A method is called
diagonally implicit if the according butcher tableau has only zero entries above the diagonal, i.e. each
stage value does not depend on future stage values. It is furthermore called singly diagonally implicit
if the diagonal entries of the butcher tableau are all the same. If we have singly diagonally implicit
methods and the stiff part, i.e. the part we want to treat implicitely, is linear, the linear equations we
have to solve within one step use the same matrix. This allows for reusing factorizations and precondi-
tioners. If the time step is additionally used for multiple time steps the I.h.s. matrix can be used even
more often. We require stiffly accurate schemes to deal with the incompressibility-constraint. Each
new time step has to fulfill it exactly and not only in an interpolated sense. Stiffly accurate schemes

2Thus all examples we present here are singly diagonally implicit and L-stable what does not hold in general for all
methods fitting into the presented framework.
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can always be written, s.t. the last stage value of the Runge-Kutta scheme can be taken as the new
instance for the new time step t"*1.

The described IMEX Runge-Kutta methods (diagonally implicit & stiffly accurate) work as showed in
algorithm 3.4.1.

Algorithm 3.4.1 Stiffly accurate s stage IMEX Runge-Kutta Time Integration
1: Use Startvalue u"
2. Evaluate C' = C(u™)u™ — f(t")
3: for i=1to sdo:

i i1

4: Solve (M + At ELiB)ui = Mu" — At Z §i+1,j(]j — At Z gi,ij for ui
=1 =1

5. Evaluate B* = Bu'

6:  Evaluate C"' = C'(u')u’ — f(t" + ¢;At)

7: end for

8: Set "t = ¢°

Coefficients with left-sided arrows refer to a Butcher tableau of a (diagonally) implicit Runge-Kutta
scheme and those with a right-sided arrow are taken from a Butcher tableau of a compatible explicit
s-stage Runge-Kutta scheme.

Normally Butcher tableaus also include coefficients b; which describe which linear combination of stage
values should be used for the new instance u"*!. Here, the last stage value is automatically the new
value at time level t"™!, s.t. the coefficients E_I)SJ and gs,j coincide with l_;j and Bj, respectively. In
table 3.1 the general pair of Butcher tableaus for an s-stage IMEX Runge-Kutta schemes is shown.

explicit implicit
0 0 0 0 . 0 0
— —
Cq a2 0 0 e 0 0 ay 0 R 0 0
— — — — .
Co a.371 a372 0 e 0 0 Az 3.272 . 0 0
— — — — — —
Cs—1| Qg1 a2 agg ... 0 0 | as—11 As—12 ... Agq1s1 O
— — — — — — — —
Cs aerl,l as+1,2 as+1,3 O aerl,s 0 as,l as,2 e as,sfl as,s
I [ I I I I I I Il
— — — — — — — — —
b1 b2 bs e bs bst+1| ba b2 e bs-1 bs

Table 3.1: IMEX Runge-Kutta Butcher tableau consisting of an embedded pair of Butcher tableaus
for compatible Runge-Kutta methods

The coefficients c¢; coincide for both single Butcher tableau, s.t. both Runge-Kutta methods work
on the same time levels, thus both methods are compatible. We see on the left side the Butcher
tableau of the explicit Runge-Kutta method embedded in the IMEX Runge-Kutta Butcher tableau.
The coefficients of the original scheme are extended by gsﬂd = l_;j. The embedding of the implicit
Runge-Kutta method is straight forward. Now the new Butcher tableau reflects the procedure of
algorithm 3.4.1:

In the first row we have only zeros, i.e. only the convective part at t" is evaluated. Then the next row



3.4. IMEX TIME INTEGRATION 95

describes which linear combination of convection terms and diffusion terms (including the new stage
value) should be used to calculate the new stage value. Continuing until stage s is reached gives us
an approximation for u at t"!. Therefore no additional linear combination of old stage values has to

be computed as ESJ = BJ- due to the stiffly accuracy of the implicit method.

Note also that lines 5 and 6 of algorithm 3.4.1 don’t have to be executed for i = s.

If the operator B is zero we recover the explicit Runge-Kutta method and for C' = 0 we recover the
(diagonally) implicit Runge-Kutta method.

Let's discuss the lowest order case s = 1. Here, we have exactly four free parameters, these are cq,
5171, 5171 and by. For consistency (of the explicit method) we need by = &_1)171 = 1. This corresponds
to the use of the explicit euler for the explicit part. For our problems (f is not treated implicitely and
no other term depends directly on t) the choice of c is arbitrary (see algorithm 3.4.1). So the only
important parameter we have is to choose is 5171 =: 6. For 6 € (0, 1] we recover the implicit §-scheme
for the implicit part. For 6 > % the implicit method is unconditionally stable and at least of first order
(for 6 = % we recover the second order accurate Crank-Nicholson method). So both methods are of
first order and compatible. For 6 = 1 we recover the semi-implicit Euler method which is completely
described with the following Butcher tableau:

Implicit Euler —  Semi-Implicit Euler <« Explicit Euler
0[(0 O
I 1 — 111 011 — %
1 01

Table 3.2: The semi-implicit Euler as a 1-stage IMEX Runge-Kutta scheme

We want to complete the presentation of IMEX Runge-Kutta methods by stating second and third
order accurate IMEX Runge-Kutta methods which use SDIRK (singly diagonally implicit Runge-Kutta)
schemes. Both are taken from [ARS97].

For second order accuracy it is sufficient to use a 2-stage IMEX Runge-Kutta scheme with the following
butcher tableau:

((SA)SDIRK2):  — (SA)RKIMEX2 — ERK2
1oy o 0olo 0 0 0lo 0
ylv 0 0 v 0
Ll=7 7 = 45 1.5 0|1~ ~ < 2lv 0O
‘1i’\/ '\/ ! ! ‘6 1_5

|6 1—6 0][1—x

)

Table 3.3: 2-stage second order accurate IMEX Runge-Kutta scheme

To achieve third order we have to use at least s = 4 stages. This is due to the combination of
consistency and compatibility conditions that have to be fulfilled. One possibility of a 4-stage third
order accurate IMEX Runge-Kutta scheme is given next.
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0 0 0 0 0 0
/20 1/2 0o 0 0 0[1/2 0 0 0
2/3|11/18 1/18 0 0 0|1/6 1/2 0 0
1/2] 5/6 —5/6 1/2 0 0[1/2 1/2 1/2 0
1 | 1/4 7/4 3/4 —=7/4 0[3/2 =3/2 1/2 1/2
1/4  7/4 3/4 —7/4 03/2 —3/2 1/2 1/2

Table 3.4: 4-stage third order accurate Runge-Kutta IMEX scheme

In [KCO3] IMEX Runge-Kutta methods with 6 stages which has overall accuracy order 4 is given as
well as an alternative for the third order accurate IMEX Runge-Kutta method. Both use an ESDIRK
method which in contrast to the SDIRK methods we stated has one explicit first stage even for the
implicit method. This reduces the computational effort one step further®. Furthermore those methods
use embedded Runge-Kutta formulas which allow for error estimation and adaptation as well as dense
output. For readers with solid background in numerical methods for ordinary differential equations
[KCO3] also provides deeper insight into generalizations of IMEX schemes (to splitting of the operator
into more than two parts) and order and coupling conditions and their derivations. In [KCGHO7] these
methods are used to solve compressible flow problems.

3.4.2 Multistep IMEX methods

Another possibility to generalize the first order semi-implicit Euler scheme to higher order accuracy
is the use of multistep methods. The basic idea is to extrapolate information from old time steps
to achieve higher order accuracy. Thus the number of function evaluations and linear systems which
have to be solved is reduced to one for both, which makes the implementation efficient and straight
forward: Extrapolated values for the stiff, the nonstiff and the mass term replace the evaluations at
time level t" of the semi-implicit Euler method and with the coefficient ¢* denoting the weight of the
stiff term at time level "1 we obtain:

s—1 s—1 s—1
(M 4+ Atc*B)u"™' = MY a7 + AtD b;C(u™7) + At ¢;B(u™)

J=0 J=0 J=0

The following table shows possible choices up to order 4 which are taken from [ARW95]. Notice that
SBDF methods can be generated generically of arbitrary order by left-sided finite differences, but as
the BDF method is only L-stable up to order 4, the SBDF method is less desirable for p > 4.

3Thus the alternative third order IMEX Runge-Kutta method only has to solve three systems of equations
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Name s| ¢* agp ay [45) as bg bl b2 b3 Co C1 |Ca|C3
TFE(6) 1 0 1 1 1-46
BEFE, [1,sBDF1 |1| 1 1 1 0
CNFE[1/2] 1 1/2 1 1 1/2
b, Il 2 y+c/2 2y —+1/2 ¥+l | v 1—y—c c
T Y172 | 7¥1/2 | A+1/2 V12| AF1/2 Y+1/2 | 291
CNAB [[1/2,0]] |2| 1/2 1 0 3/2 | —1/2 /21 0
MCNAB [[1/2,1/8]]|2| 9/16 | 1 0 3/2 | —1/2 3/8 |1/16
CNLF [[0,1]] 2| 1 0 1 2 0 0 1
seoF2 [[1,0] [2| 2/3 | 8/3 | —2/3 2 -1 0
SBDF3 3| 6/11|18/11| =9/11 | 2/11 18/11|—18/11|6/11 0 0 |0
SBDF4 4112/25|48 /25|—36 /25|16 /25|—3 /25|48 /25|—72 /25|48 /25|—12/25| 0 0 |00

Table 3.5: Some Multistep IMEX schemes (source: [ARWO5])

Some explanations to the table: The first order 1-stage IMEX multistep methods can be parametrized
by one parameter 6. The first method is the "Theta-Forward-Euler” (TFE) method for general 6.
The "Semi-implicit Backward Differentiation Formula” of first order (SDBF1) which is exactly the
"Backward-Euler-Forward-Euler” (BEFE) is then again the "Theta-Forward-Euler” method for 6 = 1,
whereas the “Crank-Nicholson-Forward-Euler”(CNFE) is the TFE method for § = 1/2.

The set of all second order 2-stage IMEX multistep methods can be parametrized by 2 parameters
~ and c. Again, the general case ist presented first and then four special cases, namely the “Crank-
Nicholson-Adams-Bashforth” (CNAB), the “Modified-Crank-Nicholson-Adams-Bashforth” (MCNAB),
the “Crank-Nicholson-Leap-Frog” (CNLF) and the "Semi-implicit Backward Differentiation Formula*
of second order (SBDF2) follow. As mentioned before the SBDF method can be derived for arbitrary
order, but only the case s < 4 is relevant for practical applications, as L-stability is lost for larger s.
Although multistep methods are obviously computationally cheap (at the cost of a bit more memory to
keep old time values), you can not, in contrast to the Runge-Kutta methods presented before, expect a
gain in the time step restriction. On the contrary: the time step restriction gets worse for higher order
multistep methods. So the apparent efficiency is compensated. In our calculations IMEX Runge-Kutta
methods have been more robust and also a bit cheaper than IMEX Multistep methods.
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Appendix A

Notation, elementary inequalities and
orthogonal polynomials

A.1 Notation

In this section the notation used through out the diploma thesis is summarized.

General Abbreviations
characteristic element : h
length, e.g. diameter
vector )
outer normal n Degree(s) of freedom : DOF
compound function v = (v,vF) Finite Element Method : FEM
compound vector : v = (v, v%) Continuous Galerkin : CG
function Discontinuous Galerkin  : DG
velocity pressure pair : U = (u, u%, p) Hybrid Disc. Galerkin : HDG
dyadic product ' ®  (a®b);; = a;b; Hybrid mixed - HM
smaller up to const. : =< Cauchy Schwarz (ineq.) : CS.
greater up to const. ~
smaller and greater up : ~

to constant

Constants Triangulation

stability constant for bilinearform Ay, . aq, | Triangulation Ty
boundedness constant for bilinearform A;, : 54, | set of all element boundaries : Fj,

shape regularity constant on one element : c¢p
shape regularity for the whole mesh D Cep

set of interior el. interfaces
set of exterior el. interfaces

. int
: F
. ext
- Fr
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Norms and scalar products

For f,g € L?(Q2) we use the following notation for the L? inner product and the L? norm:

(f,9)a = /Qf(x) g(z)dx
£ = [ fa)de

DG and HDG operators

As we consider having double and even triple-valued functions on interfaces, we have to distinguish
between values which come from functions of different sides and functions which live only on the
interface. The interface functions are always indicated by the index F'. When we work with interface
unknowns, neighbouring unknowns don't interact directly, so that for this case the following jump
operator which is single-sided and an according norm is sufficient:

[f] = f—fr
£ = f'— [
[floa = |If — frlloa

If we are interested in average values and jump operators between neighbouring values without incor-
perating interface unknowns !, we define for a scalar function f and a vector function h - with n*,
n~ the outwards pointing normals of each side - the following average and jump operators:

0 = U+

/1" = =1
{r} = h*nT—h-n"
[[h]]n = £ﬂ++h;ﬂi

All those operators are scalar values. The stars indicate that the signs of those values are direction-
dependent?.

Yike it is the case for Standard DG
2depending on which side is marked with + and which with —
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Infinite dimensional spaces

Finite Element spaces

PHT) =
Q = L*Q) hoo=
F = L*(F) Fyoo=
FUo= Ykl € [L2(F)]) < @} o=
Vo= {(u,urp):u € H}(T,) N H(Q), vk =

Up € LQ(fh)}
VD = {(u,uF) c V, Up = Up Oon FD} Vh,D

Vo = {(u,up) € Vyup=0o0onTp} Vio
Y = H(div,Q) >k
S = Y xFt Sy
Z = [H(QN N [H(Tn)]! x L*(Q) Zy,
W = HYQ) Wk

Projections

L? projection on all facets of one element 97T :
L? projection on one element 7 :

L? projection on V}, :

H (div)-conforming projection on ¥, :

L? projection on F} :

H (div)-conforming projection on Sy, : II

k
l
{ Z Z a1mnd ym2n7 Ammn € R}

=0 [,m,n>0
l+m+n=~k

u:uEPk(T)VTE’EL}

up :up € PH(E)Y E € F}
QF:QFE[Pk(E)]dXQVEGFh}
Qh x Fy

{(u,ur) € Vy,up = up on I'p}
{(U,UF) € Vh,uF =0on FD}
{urue [PV T e,
[ul, =0V E € F,} = BDM,
= XFx [
Shox Q!
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A.2 Elementary Inequalities

Cauchy Schwarz inequality

Let V' be a vector space over R with the inner product (a,b)y for a,b € V. Then
(a,b)n < [l nlbl[w

holds with ||z||x = y/(z,x)y. This inequality is useful for different norms on different vector spaces.
In many proofs (especially boundedness proofs) we make use of two special cases of it:

a) In the first version we use the Cauchy Schwarz inequality for the L? scalar product on ©

(f,9) 1=/Qf(x)g(x) dx

Thus for all f,g € V = L?(2) there holds:

[ 5@ dz = (Fgdo < Iflalollo = [ [ Py [ p@ae (21

b) The second version appears often when sums (over 3 or 4 components or over the triangulation)
are involved. The [? scalar product is defined as

(a,b)2 = Zai b;
i=1

for a,b € R™. Thus for sums there holds

i=1 \ i=1 \ i=1

Young's Inequality

Let a,b,y € R. Then there holds
0 < (a —7b)* = a* — 2ayb + (7b)?
s.t. with straight forward manipulations we get Young's inequality:

a ~b?
=ab< —+ — A22
ab < 2 + 5 ( )
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Inverse Inequalities

At several places we will make use of the inverse inequality which bounds the L? norm on the boundary
by the L? norm at the domain for polynomials. Let u be a polynomial in z € R? d = 1,2, 3 with order
p on a polyhedra T'. Then there holds

C
[ullor < ﬁHUHT (A-2.3a)

with ¢ € R independent of the diameter of the polyhedra 7.
Especially for the normal derivatives of polynomials we will use this inequality. That's why we also
give the following direct conclusion:

ou c

on, < 19l < IS0l
The constant ¢ does not depend on the mesh size but it clearly depends on p, as the variation from
boundary surfaces to the inner volume may increase with rising polynomial degree. For clarity let's
also cite an expression for 7 on a simplex from [WHO3]. The equation (A.2.3a) holds true for

(A.2.3b)

c \/(p+ V(p+d) |07
Vh

N d 7]

A.3 Orthogonal polynomials

Legrendre polynomials denoted by /; are orthogonal polynomials spanning P?([—1, 1]). They satisfy

2
(lis ) L2 (-1)) = T_Héi,j

with ¢; ; the kronecker symbol. They can be computed with the follow recurrence relations:
lo(!E) = 1,
Liz) = =z,
(n+Dlpgi(z) = 2n+ 1)l (x)r —nly1(x), n>1
Integrated Legrendre polynomials denoted by L; are defined as follows:
Lo(z) = / lo1(6)de  forze[-1,1]andn>2
-1

They are mutually orthogonal with respect to the H'-seminorm, i.e.

1
/ Li(x)Li(x)dx =0  fori#j
-1

The polynomials L,,, n > 2 vanish at the interval bounds, i.e. L,(—1) = L,(1) = 0 and span
PE([—1,1]), that is the space of all polynomials up to degree p which have zero values on the bounds.
For those polynomials there also holds a three-term-recurrence relation:

Li(z) = :i,
Ly(z) = §(x2—1),

(n+1)Lp(z) = (2n—1)L,(x)x — (n—2)L, 1(x), n>2
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Note that L; was added to allow for a general recursion relation although there does hold L;(x) #
J% 1o(€) d€ An interesting property of the integrated Legendre polynomials is that they are almost
orthogonal also with respect to the L? inner product:

(Li, Lj)L2([—1,1]) =0 for |Z — j| > 2
Scaled Legrendre polynomials denoted by IS are defined as follows:
15(2,t) == tnzn(f) for w € [~1,1], t € (0,1]

Thanks to the multiplication with the monomial ¢", the functions are free of fractions and stay poly-
nomial of order n, i.e. IS € P*([—1,1] x [0,1]) and the limit ¢ — 0 is well defined. We again get
three-term recurrences:

I5(x,t) = 1,
K(x,t) = a
(n+ 0I5 [(z,t) = 2n+ DS (z,)x —nt?lS_(x,1), n>2

Scaled Integrated Legrendre polynomials denoted by LS are defined as
LS(x,t) = tnLn(f) for z € [~1,1],¢ € (0, 1]

= /Il;f(x,t)dﬁ for x € [-1,1],t € (0,1] and n > 2
—t

and they satisfy LS € Pg([—1,1] x [0,1]) and the following three-term-recurrence relations:
Li(z)® = =,
1
L) = 5?1,

(n+ DL (2) = @n—DIS@)z—(n—2)PLS \(x), n>2
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Appendix B

Selected Proofs

Proof of Lemma 2.3.1

Proof. The proof is similar to the LBB-proof used in [HL02], but has some modifications to account
for the additional facet functions.
Let's define w := ﬂgg. Now start with the definition of the norm and work on each term one after
another.

HS _ _ V 2 1 tm2 h aw 2

Il = lwll = > IV wilz + S [w'Dor + Al 157 = -

TeT), o

As w is piecewise polynomial we can use inverse estimates to absorb the last term by the first one

1
<Y alY wlff + S [ Er = -

TETh

For the first term we can use boundedness results of the H(div)-conforming interpolation. The second
part is more tricky. To separate the element functions and the facet functions we shift the function u
in by using the triangle inequality

1 1
<3 allV wlf + Pl = ufF + 5 ' = will = -
TET,

For the last part we can use the L?-projection approximation property (k > 1)

t

lu' — whll3r < c2h®||ull?r

and with the trace inequality [BS94, Theorem 1.6.6.] we additionally get
C3 C3
a3 < lhale e ery < ey

This leaves us with (¢y = cac3)

1
2 2 t £)2
o S Z allV w7 + C4HEHH1(T) + EHM — U5 = -
TeTy,
We now concentrate on the last problem, i.e. to bound |w' — u'||3;. Let's therefore substitute
v = w' — u'. Now we use the same trace inequality that we used before, but transform to the
reference element 1" before and back afterwards:

_ d d—2 1
lll3r < esh™lel3y < e (2 llellz) (R lelme) < collellrGllulle + ol )

157 <
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due to

ol < ezh™lv]|7 and |l = llolF + IV wllf < erh™ullF + csh™ 2|V o7

HT HHl(T)
Now with the interpolation results for the H(div)-conforming interpolation(see e.g. [BF91, 111.3.6])
we have

lollr = Iy u — ullr < ciohllullm )
So finally we get (with ¢11 = ¢5¢10 and C' = ¢11 + ¢4 + ¢1)

.<C Z HuHip(T) < CHQH%P(Q)x

TeTy,

Proof of Proposition 2.4.3

Proof. We won't proof the Proposition down to all details. We will, at certain points, refer to [KJ98],
where the proof for a similar situation has been performed in detail, instead.

We start with representation (2.4.2b) to proof the result. Let's divide volume and facet integrals into
two separate expressions for which we will show boundedness:

Cn = (A)+(B) with
(A) = Z/dwu@w ) vdx = Z/ -V)u vdz (B.0.1a)

TeT), TeT),

(B) = {/ szn’ u —ub) v ds—l—/ |wn | (u )v%ds} (B.0.1b)

TeT, Tout

1. There holds
(A) < [wl[z4 IV wl|r2([v]| 2o (B.0.2)

by applying Cauchy-Schwarz two times.
2. We now show that |lwl|[zs < Cflw||; .Y w € [H(73)]%:
(a) We pose the problem

—div(V¢) = w*, ¢ = 0 on 9Q where (w?®); = w} (B.0.3)

—1

and as w® € L*(2) we have ¢ € W2P(Q)NH} () V p > 1 if we assume smooth boundaries.

(b) The solution operator is continuous onto WQ’%(Q) and so we get

I18lls,s < eallw?l], 5 = ellulza (B.0.4)

(c) Now we pose the discrete problem to (B.0.3). Therefore we use a consistent and bounded
bilinearform to discretize the vector-valued laplace operator. We use the results of [KJ98,
Prop.4.5] where a Standard DG interior penalty bilinearform X}, is used. Due to consistency
there holds

lwlzs = (w*,w) = X(, w) (B.0.5)
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In the proof of [KJ98, Prop.4.5] it was shown that the bilinearform can be bounded in the
I| - ||27% norm for ¢ and in a discrete H'-seminorm || - ||1x similar to one used here for w:

Xn(¢,w) < 2|l 4 flwll (B.0.6)

With [w]? < [w~]? + [wt]? (where 4+ and — indicate the different sides of a facet) the
discrete norm || - |15 is smaller than the one used here.

Xn(0, w) < e[l s [l - (B.0.7)
(d) Putting together (B.0.5), (B.0.7) and (B.0.4) we get
lwlzs < creallwlzallwl. = llwlee < cicallwli. (B.0.8)

3. So we conclude (A) < [|wls«[lufls«[l¥]:.
4. We now turn over to the facet integrals.

(a) We get (with [|vg|| < [lofl + [[¥']])

(B) < X [ lell Tl (el + 2T ds

TeT),
1
< Y b |wllosery (lullzern + 1V on) Tl
TeTn A (B.0.9)
2 2
SNNM<ZMM@m0MmmWWMmM>
TeT,

(@)

(b) And with a,b > 0 and (a + b)? < 2(a® +b%) and va + b < v/a + Vb we get

© <2( (X Mlulisanlelion)* + (X elfon 1)’ ) (€010

TeT, TeT,

(D) (E)

(c) For (D) the estimates are clear if we use [KJ98, eq. 4.19] in (x):

ST

(D)

IN

1

Z ,
(Zhwmwo(zhmmmﬂ
TeTy, TeT,

(B.0.11)

4

1
%ﬁmm@ﬂwm)wwm+wm)

< Collwlslvl.-

—
INx

(d) For (E) the estimate is different and as the hybrid version is less common we have to put
some additional effort into this part. Remember that we just consider the two-dimensional
case herel We use a scaled version of the Bernstein inequality (see [LS03, p.7]) in (x)
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which we are allowed to do as v is piecewise polynomial. We also use the rough estimate

Ar >0 /3 A < VA

1
(F) < Zh2||w||L4(aT)||[[Xt]]HL“(@T)

TeT),
(%) 1
< Z Cph4||w||L4(8T)||[[Xt]]HL?(aT)
TeTh .
3 2
< C( Y. ¢ ht Hw||%4<aT>> vl
TeTy, )
< C( Z h HwHi‘l(é)T))
TeTy TeTy,
————
~ [

< Cu(12) Il .-

(e) with C(p) = 2C(p)C(k)(|€2]) the estimate holds true for the facet integrals

5. Keep inmind || - 1« < - [x

6. with 55, =1+ C(p) the proposition holds true.

I
(Z % ) vl

(B.0.12)
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