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Institut für Geometrie und Praktische Mathematik, RWTH Aachen

Templergraben 55, 52056 Aachen

In order to investigate turbulent phenomena in compressible flows the Variational Multi-
scale method is used. This method is usually applied to incompressible flows. In a first
step, we derive the VMS method for the compressible Navier-Stokes equations. The
resulting weak formulation of the flow equations is split into resolved and unresolved
scales using multiresolution techniques based on biorthogonal wavelets. Since the in
principle infinite-dimensional subspace of fluctuations is also discretized, it needs to be
stabilized by additional dissipative terms. The compressible VMS method is then incor-
porated into an adaptive multiresolution finite volume solver, where grid adaptation is
also performed by means of the multiresolution analysis.

1. Introduction
The investigation of turbulent phenomena in compressible flows at high Reynolds

numbers using Direct Numerical Simulations (DNS) is restricted to simple configura-
tions only, because of the wide range of relevant scales that have to be resolved. In
case of more complex applications such as the interaction of a hypersonic flow field
with an injection jet of cooling gas through single boreholes or slots, it will not be fea-
sible to resolve all scales. For this purpose low parametric turbulence models seem
not to be reliable and capable of dealing with strongly heterogeneous discretizations
resulting from locally refined grids. Here recent developments of the Variational Multi-
scale (VMS) method [1, 2] and related Subgrid Scale Methods [3, 4] seem to be more
suited. These methods can be considered as advanced Large Eddy Simulation Methods
(LES) [5–8]. Although these methods have been applied almost exclusively to incom-
pressible flows we will apply the VMS method here to compressible flows. The key idea
of the VMS method is to use the projection to an ansatz space of given resolution in-
stead of convolution-based smoothing. Then the weak formulation of the flow equations
that is split into resolved and unresolved scales shows the influence of fluctuation resid-
ual on the large scales and vice versa. The in principle infinite-dimensional subspace
of fluctuations is also discretized and, hence, has to be stabilized. For stabilization dis-
sipative terms are used containing model parameters that depend nonlinearly on the
gradients of the fluctuations. The choice of the model is not as sensitive as in the con-
text of LES, because it only affects the scales that are of the magnitude of the resolved
fluctuation scales. Thus the influence of the model on the entire range of resolved scales
is reduced. Another principle advantage of the VMS method in comparison to classical
LES approaches lies in the fact that the commutation error resulting from the filter and
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the differentiation process near to walls can be avoided. As was investigated in [9] this
error can be much stronger than usually expected. Nevertheless there remains some
heuristic, for instance, in the choice of the ansatz spaces concerning the resolved large
and small scales. A priori, it is not known whether the budget of degrees of freedom
corresponding to the chosen discretization will be sufficient to capture the influence of
the small scales on the macro scale. For this purpose, we need to estimate the effect
of the fluctuations. Here multiscale techniques seem to be promising. In [10,11] quanti-
tative results have been obtained, where the action of a nonlinearity on different scales
is investigated. In particular, these allow for rigorous estimates to reduce small scale
contributions.

The objective of the present work is to combine different frameworks, namely, (i) the
VMS method, (ii) the concept of biorthogonal wavelets and (iii) the finite volume dis-
cretization. In particular, we describe how to embed the VMS method into an adap-
tive multiresolution finite volume (FV) solver using multiresolution techniques based on
biorthogonal wavelets. For this purpose, we first introduce in Section 2 a multilevel rep-
resentation of the VMS method based on a multiresolution analysis (MRA) that is per-
formed by means of biorthogonal wavelets. The MRA provides us in a natural way with a
decomposition of the underlying spaces into finite subspaces corresponding to resolved
coarse and fine scales as well as the infinite subspace corresponding to unresolved fine
scales. This decomposition is then applied to the weak formulation of the compressible
Navier-Stokes equations. Finally, the influence of the unresolved scales on the resolved
scales is modeled using the Smagorinsky model. Details on the discretization and im-
plementation are then presented in Section 3. Finally we conclude with open questions
that will be subject of future work.

2. Multilevel Representation for Variational Multiscale Method
In order to derive the VMS method we assume that there exists a solution u of the

underlying problem lying in some infinite-dimensional function space H. In a first step,
we perform in Section 2.1 a multiscale decomposition of this space by means of a MRA
where H is decomposed in three subspaces corresponding to a finite range of resolved
large and small scales, respectively, and an infinite range of unresolved small scales. In
Section 2.2 the MRA is then applied to the weak formulation of the compressible Navier-
Stokes equations that results in equations for the resolved scales. Here we proceed
similarly as in [8] for the incompressible case. Since the unresolved small scales will
cause instabilities, their influence on the resolved small scales has to be modeled. We
would like to emphasize that we confine ourselves to a brief conceptual sketch. A more
thorough description of the concepts is postponed to subsequent work.

2.1. Multiresolution analysis
For the derivation of the VMS method we introduce some infinite-dimensional Hilbert
space H of functions endowed with the inner product 〈·, ·〉H. We assume that there ex-
ists a multiresolution sequence which is a nested sequence of closed linear subspaces
Sl ⊂ H of dimension Nl, i.e.,

S0 ⊂ S1 ⊂ ... ⊂ Sl ⊂ Sl+1 ⊂ ... ⊂ H (2.1)

such that the multiresolution sequence is dense in H, i.e.,

clos‖·‖
(⋃

l∈N0
Sl
)

= H. (2.2)
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Typically the subspaces Sl are associated with different discretization levels of increas-
ing resolution, where the corresponding grids Gl are nested, i.e., Gl ⊂ Gl+1. Due to the
nesting of the subspaces there exist complement spacesWl such that

Sl+1 = Sl ⊕Wl, Sl = S0 ⊕W0 ⊕W1 ⊕ ...⊕Wl−1. (2.3)

These spaces are spanned by the basis of scaling functions Φl := {φl,k : k ∈ Il} and
the wavelet basis Ψl := {ψl,k : k ∈ Jl}, respectively, i.e., Sl = span Φl and Wl =
span Ψl.

Here we confine the discussion to uniformly stable Riesz bases, i.e., there exist con-
stants c, C > 0 independent of l such that the collections {Θl}l∈N0 with Θl = Φl or
Θl = Φl ∪Ψl satisfy the Riesz property

c ‖u‖l2 ≤ ‖
∑
k

uk θl,k‖H ≤ C ‖u‖l2 , ∀u ∈ R#Θl , (2.4)

cf. [12]. In particular, if Θl is an orthonormal system, then the Riesz property holds with
”=” instead of ”≤” and c = C = 1. Since the multiresolution sequence is assumed to be
dense in H, the Hilbert space is the closure of the single-scale basis Φ :=

⋃
l∈N0

Φl .
Furthermore, we assume that the multiscale basis Ψ := Φ0 ∪

⋃
l∈N0

Ψl is also a Riesz
basis for H. Then according to Dahmen [13] there is another Riesz basis Ψ̃ := Φ̃0 ∪
{Ψ̃l}l∈N0 of H which is biorthogonal to Ψ, i.e., 〈Ψ, Ψ̃〉H = I and u ∈ H has the unique
expansion

u =
∑
k∈I0

u0,kφ0,k +
∑
l∈N0

∑
k∈Jl

dl,kψl,k, (2.5)

where, in particular, the single-scale coefficients and wavelet coefficients are deter-
mined by

ul,k := 〈u, φ̃l,k〉H, dl,k := 〈u, ψ̃l,k〉H. (2.6)

In the sequel, the bases Φl and Ψl are always referred to as primal scaling functions
and primal wavelets, respectively. Analogously, the bases Φ̃l and Ψ̃l are called the dual
scaling functions and dual wavelets, respectively. In particular the following relations
hold between the primal and dual setting, cf. [12],

〈Φl, Ψ̃l〉H = 0, 〈Ψl, Φ̃l〉H = 0, 〈Φl, Φ̃l〉H = I, 〈Ψl, Ψ̃l〉H = I, (2.7)

Sl⊥W̃l := span{Ψ̃l}, S̃l := span{Φ̃l}⊥Wl. (2.8)

Note that the dual multiresolution sequence {S̃l}l∈N0 is also a dense sequence of closed
linear subspaces in H.

By means of the multiresolution sequence we now split the space H into the space
Ū := SL̄ of resolved large scales, the space U ′ := SL′\SL̄ =WL̄ ⊕ ...⊕WL′−1 of fluctu-
ations corresponding to resolved small scales and the space Û := H\SL′ of unresolved
small scales, i.e.,

H = Ū ⊕ U ′ ⊕ Û , (2.9)

see Figure 1.
Note that the space Ū ′ := Ū ⊕ U ′ of all resolved scales is finite whereas the space Û

of all unresolved scales is infinite. In order to distinguish between the functions of the
different function spaces, we introduce the convention u ∈ H, ū ∈ Ū , u′ ∈ U ′, ū′ ∈ Ū ′
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FIGURE 1. Splitting of function space H w.r.t. primal (W = U) and dual (W = V) system.

and û ∈ Û . From (2.5) we deduce the multiscale representation of these functions

ū′ =
∑
k∈IL′

uL′,k φL′,k = ū+ u′, ū =
∑
k∈IL̄

uL̄,k φL̄,k, u′ =
L′−1∑
l=L̄

∑
k∈Jl

dl,k ψl,k. (2.10)

In a similar way we now proceed with the dual system

H = V̄ ⊕ V ′ ⊕ V̂, (2.11)

with V̄ := S̃L̄ the space of resolved large scales, V ′ := S̃L′\S̃L̄ = W̃L̄ ⊕ ... ⊕ W̃L′−1 the
space of fluctuations corresponding to resolved small scales and V̂ := H\S̃L′ the space
of unresolved small scales. In analogy to (2.10) we obtain a multiresolution representa-
tion for the functions v ∈ H, v̄ ∈ V̄, v′ ∈ V ′, v̄′ ∈ V̄ ′ and v̂ ∈ V̂, where we change the role
of the primal and dual system, i.e.,

v̄′ =
∑
k∈IL′

ṽL′,k φ̃L′,k = v̄ + v′, v̄ =
∑
k∈IL̄

ṽL̄,k φ̃L̄,k, v′ =
L′−1∑
l=L̄

∑
k∈Jl

d̃l,k ψ̃l,k, (2.12)

with dual single-scale coefficients and dual wavelet coefficients

ṽl,k := 〈v, φl,k〉H, d̃l,k := 〈v, ψl,k〉H. (2.13)

2.2. VMS method for compressible Navier Stokes equations
In order to derive the VMS method, it is convenient to start with the weak formulation of
the compressible Navier-Stokes equations

A(U, φρ) := 〈ρt, φρ〉Ω + 〈∇ · (ρv), φρ〉Ω = 0,
B(U, φm) := 〈(ρv)t, φm〉Ω + 〈∇ · (ρv ⊗ v + pI), φm〉Ω − 〈∇ · σ, φm〉Ω = 0, (2.14)
C(U, φE) := 〈(ρE)t, φE〉Ω + 〈∇ · ((ρE + p)v), φE〉Ω − 〈∇ · (σv + λ∇T ), φE〉Ω = 0,

where the L2-inner product in the domain Ω ⊂ Rd is defined as usual

〈f, φ〉Ω :=
∫

Ω

f φ dx. (2.15)

The physical quantities are density ρ, velocity v, mass specific internal energy e and
total energy E = e + 0.5 v2, pressure p and temperature T . The components of the
shear stress tensor σ and the rate-of-deformation tensor S are determined by σij :=
µ(2Sij − 2

3Skkδij) and Sij := 1
2 ( ∂vi∂xj

+ ∂vj
∂xi

), respectively. This system is closed by the
equations of state for a calorically perfect gas

p = ρRT, e = cvT (2.16)

with specific gas constant R and constant specific heats cv and cp.
The equations (2.14) represent the balance equations of continuity, momentum and
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energy. Therefore it is natural to choose for the state vector the conserved quantities,
i.e., U = (ρ, ρ v, ρE) = (ρ,m, E) ∈ Hρ × Hm × HE . For these quantities we have
to choose appropriate Hilbert spaces Hρ, Hm and HE and associated inner products
〈·, ·〉Hρ , 〈·, ·〉Hm and 〈·, ·〉HE as ansatz spaces and test spaces. For the test functions we
choose the same function spaces, i.e., φ = (φρ, φm, φE) ∈ Hρ × Hm × HE , but we will
later on employ the basis corresponding to the dual system in Section 2.1. Note that
the choice of the function spaces is not yet clear and typically they are not specified in
the literature, cf. [8, 16]. In the following we will confine to the classical L2-setting, i.e.,
Hρ,Hm,HE ⊂ L2(Ω) associated with the L2-inner product. Note, however, that in prin-
ciple we need more regularity in view of the gradients involved in the weak formulation
(2.14). Although we postpone a detailed discussion of this issue to future investigations,
it is nevertheless important, because it might have a significant influence on the scal-
ing of the equations and, hence, on the model to be specified below. Furthermore, the
system (2.14) has to be complemented with boundary conditions also given in a weak
formulation. Since the modeling procedure is similar for these terms, we omit the details
here.

In a first step towards the VMS method, we split each of the components of the state
vector U into the resolved part Ū ′ = Ū + U ′ composed of the large scales Ū and the
resolved small scales U ′, and the unresolved part Û = U − Ū ′ of unresolved small
scales, i.e., U = Ū + U ′ + Û . For this purpose, we apply the decomposition (2.9) corre-
sponding to the primal system of the function spaceH representing either of the spaces
Hρ, Hm and HE . Plugging this decomposition into (2.14) and splitting the integrals into
purely resolved scales and mixed terms of resolved and unresolved scales we obtain
the equivalent weak formulation

A(Ū ′, φρ) +A1(Û , φρ) = 0,

B(Ū ′, φm) +B1(Ū ′, Û , φm) +B2(Û , Û , φm) = 0, (2.17)

C(Ū ′, φE) + C1(Ū ′, Û , φE) + C2(Û , Û , φE) = 0,

where the mixed terms are defined below. In order to account for the nonlinear depen-
dence of the primitive variables on the conserved variables, we introduce Favre aver-
aged quantities, where for each quantity f = f(U) that depends nonlinearly on the state
vector U we define

f̄ := f(Ū), f̄ ′ := f(Ū ′), f ′ := f(Ū ′)− f̄ , f̂ := f(U)− f̄ ′. (2.18)

Note that due to the nonlinearity f(U) 6= f(Ū). In particular, we apply the Favre aver-
aging to the velocity, the pressure, the shear stress and the temperature, i.e., f ∈ {v =
m/ρ, p, σ, T}. Then the mixed terms in (2.17) are defined by

A1(Û , φρ) :=〈ρ̂t, φρ〉Ω + 〈∇ · m̂, φρ〉Ω = A(Û , φρ),

B1(Ū ′, Û , φm) :=〈m̂t, φm〉Ω + 〈∇ · (m̂⊗ v̄′ + m̄′ ⊗ v̂), φm〉Ω + 〈∇ · (p̂I), φ〉Ω
− 〈∇ · σ̂, φm〉Ω,

B2(Û , Û , φm) :=〈∇ · (m̂⊗ v̂), φ〉Ω,

C1(Ū ′, Û , φE) :=〈Êt, φE〉Ω + 〈∇ · (Ê v̄′ + E ′v̂), φE〉Ω + 〈∇ · (p̂v̄′ + p̄′v̂), φE〉Ω
− 〈∇ · (σ̂v̄′ + σ̄′v̂ + λ∇T̂ ), φE〉Ω

C2(Û , Û , φE) :=〈∇ · (Ê v̂), φE〉Ω + 〈∇ · (p̂v̂), φE〉Ω + σ̂v̂.

(2.19)
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In a second step we also split the test function φ ∈ H into three parts according to
the decomposition (2.11) of the dual system, i.e., φ = φ̄ + φ′ + φ̂, where φ represents
either of the three functions φρ ∈ Hρ, φm ∈ Hm and φE ∈ HE . Due to the linearity
of the weak formulation (2.17) with respect to the test functions we may separate the
equations for the different scales, where the test is performed for either φ̄, φ′ or φ̂. Since
we do not want to solve the equations for the unresolved small scales φ̂, we drop these
equations. Therefore we have to model the influence of the unresolved scales on the
resolved scales. For this purpose we make the following assumptions:
Assumption 1 The interaction of the resolved scales with the unresolved scales has no
effect on the resolved scales, i.e.,

A1(Ū ′, Û , φ̄′ρ) ≈ 0, B1(Ū ′, Û , φ̄′m) ≈ 0, C1(Ū ′, Û , φ̄′E) ≈ 0. (2.20)

This assumption is typically employed in the RANS methodology and is only valid if a
spectral gap in the occurring scales exists.
Assumption 2 The influence of the small-small interactions has a negligible effect on
the resolved large scales, i.e.,

B2(Û , Û , φ̄m) ≈ 0, C2(Û , Û , φ̄E) ≈ 0, (2.21)

and their influence on the resolved small scales can be modeled, i.e.,

B2(Û , Û , φ′m) ≈ SB(U ′, φ′m), C2(Û , Û , φ′E) ≈ SC(U ′, φ′E). (2.22)

With these assumptions the infinite system (2.17) including all scales then finally re-
duces to the approximate finite VMS method

A(Ū ′, φ̄′ρ) = 0, B(Ū ′, φ̄′m) + SB(U ′, φ′m) = 0, C(Ū ′, φ̄′E) + SC(U ′, φ′E) = 0. (2.23)

Here the turbulence model is chosen as the Smagorinsky model, cf. [16], where the
small-scale Reynolds stress and the small-scale Reynolds enthalpy flux are replaced by

SB(U ′, φ′m) := −〈∇ · σ′, φ′m〉Ω = −〈∇ · σ′, φ̄′m〉Ω + 〈∇ · σ′, φ̄m〉Ω, (2.24)
SC(U ′, φ′E) := −〈∇ · (λ′t∇T ′), φ′E〉Ω = −〈∇ · (λ′t∇T ′), φ̄′E〉Ω + 〈∇ · (λ′t∇T ′), φ̄E〉Ω, (2.25)

where the quantities of the fluctuations are defined by

σ′ij := µ′t
(
2S′ij −

2
3
S′kkδij

)
, S′ij :=

1
2

( ∂v′i
∂xj

+
∂v′j
∂xi

)
, (2.26)

µ′t := ρ̄(C ′s∆
′)2|S′|, |S′| :=

√
2S′ijS

′
ij , C ′s := 0.1, (2.27)

λ′t := cpµ
′
t/Prt, (2.28)

and ∆′ denotes the local grid size, e.g., the cubic root of the volume of the test functions’
support. The subgrid-scale Prandtl number Prt is assumed to be constant, where for
our computations we use Prt = 0.9. It is known from literature that the Smagorinsky
model works quite well for isotropic, homogeneous, fully developed turbulence, cf. [17].

Note that in the classical LES approach the modeling acts on all resolved scales,
whereas in the VMS approach (2.23) it only acts on the resolved small scales.
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3. Discretization of the Variational Multiscale Method
For a compact presentation of the VMS method we rewrite (2.23), (2.24) and (2.25)

in vector representation

〈Ū ′t , φ̄′〉Ω + 〈∇ · F I(Ū ′), φ̄′〉Ω − 〈∇ · FD(Ū ′), φ̄′〉Ω − 〈∇ · FS(U ′), φ′〉Ω = 0 (3.1)

with the inviscid flux FI , the dissipative flux FD and the model flux FS defined by

F I(Ū ′) = (ρv, ρv ⊗ v + p I, ρv(E + p/ρ)), (3.2)
FD(Ū ′) = (0, σ, σ · v + λ∇T ), FS(U ′) = (0, σ′, λ′∇T ′). (3.3)

Here we introduce the vector inner product 〈U, φ〉Ω := (〈uρ, φρ〉Ω, 〈um, φm〉Ω, 〈uE , φE〉Ω).
Since the weak formulation (3.1) is operating on function spaces, a natural discretization
would be based on these spaces. Therefore the Discontinuous Galerkin (DG) method
would be most convenient. However we want to embed the VMS method in the adaptive
multiresolution solver Quadflow [18] that is based on a FV discretization operating on
discrete data. Recently, Gravemeier [8] realized the VMS method for the incompressible
Navier-Stokes equations using a FV method. Basically we follow this approach, but
we employ the multiscale analysis in Section 2.1. In particular, the MRA for the ansatz
space will be employed to perform grid adaptation and, thus, to improve the efficiency
of the resulting scheme.

3.1. Multiresolution analysis on L2

When it comes to the discretization of (3.1) we have to specify the ansatz and test
spaces and their bases. As already mentioned above, we choose H = L2(Ω) equipped
with the standard L2-inner product for each of the ansatz and test spaces. In the fol-
lowing we summarize the basic ingredients for the construction of an appropriate MRA
according to Section 2.1 using biorthogonal wavelets. Starting point is a hierarchy of
nested grids Gl := {Vl,k}k∈Il corresponding to different resolution levels l ∈ N0, where
the mesh size decreases with increasing refinement level. This implies that each cell
Vl,k on level l is the union of cells Vl+1,r on the next higher refinement level l + 1, i.e.,

Vl,k =
⋃

r∈M0
l,k

Vl+1,r, (3.4)

whereM0
l,k ⊂ Il+1 is the refinement set. Since we are aiming at a FV discretization, we

associate with each cell Vl,k in the partitions Gl the box function

φ̃l,k(x) :=
1
|Vl,k|

χ
Vl,k

(x) =
{

1/|Vl,k| , x ∈ Vl,k
0 , x 6∈ Vl,k

, k ∈ Il (3.5)

defined as the L1–normalized characteristic function of Vl,k. By |V | we denote the vol-
ume of a cell V . Note that by this choice the single-scale coefficients defined in (2.6)
coincide with the cell average of the function u. Obviously, the nestedness of the grids
as well as the linearity of integration imply the two–scale relations

φ̃l,k =
∑

r∈M0
l,k

ml,0
r,k φ̃l+1,r, k ∈ Il, (3.6)

of the box functions and the cell averages defined in (2.6), where the mask coefficients
turn out to be ml,0

r,k := |Vl+1,r|/|Vl,k|.
To the system Φ̃l of box functions, we introduce the wavelet functions ψ̃l,k as linear
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FIGURE 2. Box function φ̃ (left), Haar wavelet ψ̃B (middle), and modified Haar wavelet ψ̃M with
M = 5 vanishing moments (right), where all functions are defined on a reference element.

combinations of the box functions, i.e.,

ψ̃l,k :=
∑

r∈M1
l,k⊂Il+1

ml,1
r,k φ̃l+1,r, k ∈ Jl, (3.7)

with mask coefficients ml,1
r,k that only depend on the grids. The wavelet functions Ψ̃l :=

(ψ̃l,k)k∈Jl are assumed to build an appropriate completion of the basis system Φ̃l, i.e.,
the following three properties hold:
Efficiency: the wavelet functions are locally supported such that the support is uniformly
bounded up to some constant C independent of l, i.e.,

|supp ψ̃l,k| ≤ C 2−ld; (3.8)

Cancellation: the wavelet functions have vanishing moments of order M , i.e.,

〈P, ψ̃l,k〉Ω = 0, ∀P ∈ ΠM−1; (3.9)

Stability: there exists a biorthogonal system Φl and Ψl of primal functions satisfying
two-scale relations similar to (3.6) and (3.7). This is closely related to the Riesz basis
property (2.4) of the infinite collection Φ̃0 ∪

⋃∞
l=0 Ψ̃l of L2(Ω).

Aside from the above stability aspects, the biorthogonal framework allows for an ef-
ficient change of basis. While the relations (3.6) and (3.7) provide expressions of the
coarse-scale box functions and detail functions as linear combinations of fine-scale box
functions, the mask coefficients in the analogous two-scale relations for the dual system
Φl,Ψl give rise to the reverse change of basis between Φ̃l ∪ Ψ̃l and Φ̃l+1, i.e.,

φ̃l+1,k =
∑

r∈G0
l,k⊂Il

gl,0r,k φ̃l,r +
∑

r∈G1
l,k⊂Jl

gl,1r,k ψ̃l,r, k ∈ Il+1, (3.10)

where we rewrite the basis function φ̃l+1,k on level l+ 1 by the scaling functions φ̃l,r and
the wavelet functions ψ̃l,r on the next coarser scale l. Here again the mask coefficients
gl,0r,k and gl,1r,k depend only on the grid geometry.

In the following we will briefly summarize the construction of two MRAs that both will
be applied below for either the ansatz or the test space, respectively. The most simple
one is the Haar basis corresponding to a Cartesian grid hierarchy. In [19] it was shown
how to extend this basis to arbitrary nested grid hierarchies. For the construction the
so-called box wavelets are introduced as a linear combination of the fine–scale box
functions φ̃l+1,r, r ∈M0

l,k, related to the refinement of the cell Vl,k,

ψ̃Bl,k,e :=
∑

r∈M0
l,k

al,k0,ra
l,k
e,r φ̃l+1,r, e ∈ E∗ := E\{0} (3.11)

with E := {0, . . . ,Mr − 1} and Mr := #M0
l,k the cardinality of the refinement set .
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FIGURE 3. Primal scaling function φM (left) and primal wavelet ψM (right) corresponding to the
modified Haar wavelet ψ̃M with M = 5 vanishing moments, where all functions are defined on a
reference element.

Here the coefficients are determined such that the vectors al,ke := (al,ke,r)r∈M0
l,k

, e ∈ E∗,

form an orthonormal system to the vector al,k0 :=
(√
|Vl+1,r|/|Vl,k|

)
r∈M0

l,k

. Then the

system {φ̃l,k, ψ̃Bl,k,1, . . . , ψ̃Bl,k,Mr
} of L1-normalized functions is orthogonal to the sys-

tem of L∞-scaled functions {φl,k, ψBl,k,1, . . . , ψBl,k,Mr
} defined by φl,k := |Vl,k| φ̃l,k and

ψBl,k,e := |Vl,k| ψ̃Bl,k,e. Obviously, the above design principles hold by construction, where
the support of the box wavelets is Vl,k and the order of vanishing moments is M = 1. In
particular, we deduce the reverse change of basis (3.10) from the orthogonality of the
parameter vectors

φ̃l+1,r = φ̃l,k +
∑
e∈E∗

al,ke,r

al,k0,r

ψ̃Bl,k,e, r ∈M0
l,k. (3.12)

Since later on we want to compress the test space, we need wavelets with higher
vanishing moments that allow for higher compression rates. For this purpose, the box
wavelet is not convenient. By means of a change of stable completion, cf. [12], we may
deduce another MRA, where we introduce additional parameters of freedom by adding
coarse-scale box functions to the box wavelets, i.e.,

ψ̃Ml,k,e = ψ̃Bl,k,e +
∑
s∈Ll,k

lsl,k,e φ̃l,s, e ∈ E∗. (3.13)

Here the index set Ll,k ⊂ Il denotes a neighborhood of the cell Vl,k. Then the parame-
ters ll,ks can be determined by the cancellation property (3.9) solving a linear system of
equations that in general will be underdetermined. The details of the construction can
be found in [19]. Here we only want to remark that typically the dual wavelets ψ̃Ml,k are
piecewise constant functions with vanishing moments of order M , whereas the primal
wavelets ψMl,k in general are not known explicitly. However, they have some regularity,
i.e., they are elements of some Hölder space Cs with s ≤M , cf. [20]. Moreover, we note
that because of (3.5) the basis functions of the primal and dual system are normalized
with respect to the L∞- and L1-metric, respectively.

For an example we consider the case of a 1D dyadic grid hierarchy. The primal and
dual functions of the resulting MRAs can be deduced as translates and shifts of the gen-
erator functions of the scaling and wavelet function, respectively, presented in Figures
2 and 3. In particular, the box wavelet then coincides with the well-known Haar wavelet.
Then the MRAs for multidimensional Cartesian grid hierarchies can be constructed us-
ing tensor products of these functions, cf. [19].

Finally, since a FV scheme is operating on the coefficients rather than the functions,
we need to provide the two-scale relations (3.6), (3.7) and (3.10), respectively, in terms
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FIGURE 4. Pyramid scheme of multiscale transformation.

of the coefficients (2.6). For this purpose, we first note that because of 〈·, ·〉H = 〈·, ·〉Ω
and (3.5) the single-scale coefficients ul,k coincide with the cell averages of the underly-
ing function u in the cell Vl,k. Then the nesting property (3.4) and the two-scale relations
(3.6), (3.7) imply

ul,k =
∑

r∈M0
l,k

ml,0
r,k ul+1,r, k ∈ Il, dl,k =

∑
r∈M1

l,k

ml,1
r,k ul+1,r, k ∈ Jl, (3.14)

and, reversely we conclude with (3.10)

ul+1,k =
∑
r∈G0

l,k

gl,0r,k ul,r +
∑
r∈G1

l,k

gl,1r,k dl,r, k ∈ Il+1. (3.15)

Successively applying these discrete two-scale relations, see Figure 4, we obtain a dis-
crete analogon of (2.5).

3.2. Finite volume discretization of the VMS method
In order to discretize the VMS method (3.1) we choose for the decomposition of the
ansatz and test space the primal and dual bases of the biorthogonal system corre-
sponding to the MRAs formed by either the modified box wavelets or the box wavelets,
see Section 3.1, respectively. This is sketched in Figure 5. In particular, each compo-
nent of the state vector Ū ′ is a linear combination of the single-scale basis ΦML′ and,
equivalently, of the multiscale basis ΦM0 ∪

⋃L′−1
l=0 ΨM

l according to (2.10). In order to de-
termine the coefficients {uL′,k}k∈IL′ and {u0,k}k∈I0 ∪

⋃L′−1
l=0 {dl,k}k∈Jl we perform the

test in (3.1) by the dual single-scale basis Φ̃BL′ and dual multiscale basis Φ̃B0 ∪
⋃L′−1
l=0 Ψ̃B

l ,
respectively.

Since we use the box function (3.5) for the test functions each component of φ̄′ in
(3.1) is determined by

φ̄′ = φ̃L′,k′ . (3.16)
Moreover, their gradients vanish, because the box functions are constant inside their
supports. Therefore we may rewrite the convective and viscous terms in (2.14) applying
the Gaussian theorem as

〈Ū ′t , φ̄′〉Ω + 〈F I(Ū ′) · n, φ̄′〉Γ̄′ − 〈FD(Ū ′) · n, φ̄′〉Γ̄′ − 〈∇ · FS(U ′), φ′〉Ω = 0. (3.17)

Here n denotes the outer normal to the boundary Γ̄′ of the test function’s support. The
L2-inner product on a boundary Γ is defined similar to (2.15)

〈f, φ〉Γ :=
∫

Γ

f φ dS. (3.18)

In the following we discuss how to discretize the integrals in (3.17):
Cell averages: First of all, we note that for both MRAs the dual scaling functions are

determined by the box function (3.5), i.e., Φ̃BL′ ≡ Φ̃ML′ . By the biorthogonality property
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FIGURE 5. Construction of different MRAs as stable completions of box functions Φ̃B
l

(2.7) we then conclude with (2.10) and (3.16) that 〈Ū ′, φ̄′〉Ω = UL′,k′ , where UL′,k′ de-
notes the cell averages of the state vector Ū ′ corresponding to cell VL′,k′ . Hence, the first
volume integral in (3.17) coincides with the time derivative of the discrete cell averages
for the conserved quantities, i.e.,

〈Ū ′t , φ̄′〉Ω =
d

dt
UL′,k′ . (3.19)

Flux approximation: Although the coefficients of the multiscale representation (2.10)
are available by approximation, we cannot evaluate these representations, because the
primal basis function corresponding to the MRA deduced from the modified box wavelets
are in general not explicitly given. As is standard in the FV framework, we therefore
replace Ū ′ on each cell VL′,k′ by some reconstruction polynomial RL′,k′ ∈ Πq of de-
gree q determined by the coefficients corresponding to the neighbor cells. Note that
the reconstruction procedure is typically applied to the primitive variables ρ, v, p and
T instead of the conserved quantities. The inviscid fluxes F I are then approximated
applying some approximate Riemann solver, whereas for the dissipative fluxes FD we
perform a weighted-averaging of the gradients of the reconstruction polynomials corre-
sponding to the cells adjacent to the cell edge. Then the boundary integrals in (3.17) are
approximated by

〈F I(Ū ′) · n, φ̄′〉Γ̄′ ≈ |VL′,k′ |−1BIL′,k′ :=
∑

j′∈N (k′)

|ΓL
′

k′j′ |GI(RL′,k′ , RL′,j′ , nk′j′), (3.20)

〈FD(Ū ′) · n, φ̄′〉Γ̄′ ≈ |VL′,k′ |−1BDL′,k′ :=
∑

j′∈N (k′)

|ΓL
′

k′j′ |GD(RL′,k′ , RL′,j′ , nk′j′). (3.21)

Here N (k′) is the set of cells that have a common edge with the cell VL′,k′ , and for
j′ ∈ N (k′) let ΓL

′

k′j′ := ∂VL′,k′ ∩ ∂VL′,j′ be the interface between the cells VL′,k′ and
VL′,j′ and nk′j′ the outer normal of ΓL

′

k′j′ corresponding to the cell VL′,k′ . Furthermore the
numerical flux function F I(U,W, n) and FD(U,W, n) are approximations for the inviscid
and dissipative fluxes in normal direction n.

Model approximation: In order to discretize the model flux FS in (3.20) we have
to specify first the fluctuation of φ̄′. Since for the test function we use the box wavelet
(3.11), it is determined by (3.12) as

φ′ = φ̃L′,k′ − φ̃L̄,k̄, VL′,k′ ⊂ VL̄,k̄, (3.22)

i.e., the fluctuation is just the difference of the fine-scale and coarse-scale box function
(3.5). This is in agreement with (2.12). Note that it coincides with Gravemeier’s choice
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of fluctuation in [8]. Then we may rewrite the model term in (3.20) as

〈∇ · FS(U ′), φ′〉Ω = 〈∇ · FS(U ′), φ̃L′,k′〉Ω − 〈∇ · FS(U ′), φ̃L̄,k̄〉Ω. (3.23)

The fluctuations U ′ of each of the conserved quantities are determined by the mul-
tiscale decomposition (2.10), where the coarse-scale contribution Ū is determined by
the projection of Ū ′ to the scale L̄. Then the model flux FS(U ′) can be determined
by applying the Favre averaging (2.18) to compute the fluctuations of the velocity and
temperature. Again we apply Gauss’ theorem to (3.23) and obtain

〈∇ · FS(U ′), φ′〉Ω = 〈FS(U ′) · n, φ̃L′,k′〉Γ̄′ − 〈FS(U ′) · n, φ̃L̄,k̄〉Γ̄, (3.24)

where Γ̄′ and Γ̄ denote the boundaries of the supports of φ′ and φ̃L̄,k̄, respectively. In
order to compute the gradients of these fluctuation terms we apply the same recon-
struction techniques to the fluctuation terms. Note that in [8] the gradients of the fluctu-
ations are rewritten employing the Favre averaging as the difference of gradients of the
coarse-scale and fine-scale quantities, i.e.. ∇f ′ = ∇f̄ ′ − ∇f̄ . Since the reconstruction
process in general is nonlinear, the commutation between reconstruction and the Favre
averaging remains to be proven. The first term on the right-hand side in (3.24) is thus
approximated by

〈FS(U ′)·n, φ̃L′,k′〉Γ̄′ ≈ |VL′,k′ |−1BS,fL′,k′ :=
∑

j′∈N (k′)

|ΓL
′

k′j′ |GS(R′L′,k′ , R
′
L′,j′ , nk′j′), (3.25)

where R′L′,k′ denotes the reconstruction polynomial determined by the fluctuations of
the primitive variables. For the second term we employ the two-scale relation (3.6) for
the box functions. By the linearity of the integrals we then conclude

〈FS(U ′) · n, φ̃L̄,k̄〉Γ̄ =
∑

VL′,r′⊂VL̄,k̄

|VL′,r′ |
|VL̄,k̄|

〈FS(U ′) · n, φ̃L′,r′〉Γ̄′ . (3.26)

Note that those parts of the boundary integrals corresponding to Γ̄′ = ∂VL′,r′ lying
inside the cell VL̄,k̄ cancel. Thus the second term on the right-hand side in (3.24) can be
computed by averaging the first term on the right-hand side, i.e.,

〈FS(U ′) · n, φ̃L̄,k̄〉Γ̄ ≈ |VL̄,k̄|−1BS,c
L̄,k̄

:= |VL̄,k̄|−1
∑

VL′,r′⊂VL̄,k̄

BS,fL′,r′ . (3.27)

Summarizing (3.25) and (3.27) we finally obtain the discretization

〈∇ · FS(U ′), φ′〉Ω ≈ |VL′,k′ |−1BSL′,k′ := |VL′,k′ |−1

(
BS,fL′,k′ −

|VL′,k′ |
|VL̄,k̄|

BS,c
L̄,k̄

)
(3.28)

of the model term in (3.17).
Time discretization: Finally we obtain the semi-discrete FV-VMS method

d

dt
UL′,k′ = −|VL′,k′ |−1

(
BIL′,k′ −BDL′,k′ −BSL′,k′

)
, (3.29)

where we replace the terms in (3.17) by their approximations (3.19), (3.20), (3.25) and
(3.27). For the time discretization we then apply some explicit Runge-Kutta method,
where we use a global time step τn for all cells that might change due to the Courant-
Friedrich-Levy (CFL) condition, i.e., tn+1 = tn + τn+1, t0 = 0. Since the key ingredient
of a Runge-Kutta scheme is a forward Euler step, we confine ourselves in the following
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to the full discretization

Un+1
L′,k′ = UnL′,k′ − λnL′,k′

(
BI,nL′,k′ −B

D,n
L′,k′ −B

S,n
L′,k′

)
, λnL′,k′ :=

τn

|VL′,k′ |
. (3.30)

Finally we have to comment on the choice of L and L′. So far, these parameters
are fixed in our computations. In particular, it is not clear how to choose L′. From a
conceptual point of view, it would be preferable to have some a posteriori control by
which we can adapt the parameter locally during runtime. A reasonable criterion would
be to control the effect of the unresolved small scales on the resolved scales such that
(2.20) locally holds true. We will discuss this issue in more detail in Section 4.

3.3. Adaptive multiresolution finite volume discretization of the VMS method
The rationale behind the design of an adaptive multiresolution finite volume scheme
of the VMS method (MR-FV-VMS) is to accelerate the FV scheme (3.30) (reference
scheme) on a uniformly refined mesh (reference mesh) by computing actually only on
a locally refined adapted subgrid, while preserving (up to a fixed constant multiple) the
accuracy of the discretization on the full uniform grid. We shall briefly indicate now how
to realize this strategy with the aid of the ingredients discussed in the previous sections.

The conceptual starting point is to rewrite the evolution equations for the cell aver-
ages UL′,k′ , k′ ∈ IL′ , of the reference scheme in terms of evolution equations for the
multiscale coefficients. For this purpose we apply the discrete multiscale transformation
(3.14) for the cell averages to the set of discrete evolution equations (3.30)

Un+1
l,k = Unl,k − λnl,k

(
BI,nl,k −B

D,n
l,k −B

S,n
l,k

)
, λnl,k :=

τn

|Vl,k|
. (3.31)

Here the flux balances B∗,nl,k corresponding to each of the three contributions are recur-
sively defined by

B∗,nl,k :=
∑

r∈M0
l,k

|Vl,k|
|Vl+1,r|

ml,0
r,kB

∗,n
l+1,r =

∑
r∈M0

l,k

B∗,nl+1,r, (3.32)

where we use (3.4) and (3.6). Due to the conservation property of the numerical fluxes,
i.e., G∗(U,W,−n) = −G∗(W,U, n), the internal fluxes in (3.32) cancel and, thus, the flux
balances can be computed by the numerical fluxes at the boundary of the cell Vl,k

B∗,nl,k =
∑

Γlk,j⊂∂Vl,k

|Γlk,j |G
∗,n,l
k,j , (3.33)

where Γlk,j := ∂Vl,k ∩ ∂Vl,j denotes the common boundary segment of the two adjacent
cells Vl,k and Vl,j . In particular, we obtain the recursive formulae

G∗,n,lk,j =
∑

ΓL
′

k′,j′⊂Γlk,j

G∗,n,L
′

k′,j′ (3.34)

for the local numerical fluxes that are computed by the numerical fluxes of the finest
scale L′. Note that in our computations we will employ

G∗,n,lk,j = G∗(Rnl,k, R
n
l,j , nk,j), (3.35)

where the reconstruction polynomials are determined by the local data of the adaptive
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grid at time level tn instead of the data of the finest refinement level. This has been
justified in [21].

It is worthwhile mentioning that because of (3.32) and (3.25), (3.27) we conclude for
the balances corresponding to the model term

BS,n
L̄,k̄

:=
∑

VL′,k′⊂VL̄,k̄

BS,nL′,k′ =
∑

VL′,k′⊂VL̄,k̄

(
BS,f,nL′,k′ −

|VL′,k′ |
|VL̄,k̄|

BS,c,n
L̄,k̄

)
= 0. (3.36)

Here we use the nestedness of the grid hierarchy, i.e.,
∑
VL′,k′⊂VL̄,k̄

|VL′,k′ |/|VL̄,k̄| = 1.
Hence, there is no modeling term in (3.31) on coarser scales, i.e.,

BS,nl,k = 0, l ≤ L̄. (3.37)

Similarly, we derive evolution equations for the details, where we recursively apply
the two-scale transformation for the details (3.14) to the evolution equations (3.30) of
the cell averages for l = L − 1 ↘ 0. Then the evolution process (3.30) on the uniform
reference mesh is equivalent to the evolution of the multiscale coefficients, i.e., coarse-
scale averages and details,

Un+1
0,k = Un0,k − λn0,k

(
BI,n0,k −B

D,n
0,k −B

S,n
0,k

)
, (3.38)

Dn+1
l,k = Dn

l,k −
∑

r∈M1
l,k

ml,1
r,k λ

n
l+1,k

(
BI,nl+1,k −B

D,n
l+1,k −B

S,n
l+1,k

)
. (3.39)

Here Dn
l,k is a vector containing the details corresponding to all conservative quanti-

ties. By means of thresholding we now reduce the number of evolution equations to be
solved. For this purpose, we construct a locally refined grid corresponding to some index
set G ⊂ {(l, k) ; k ∈ Il, l = 0, . . . , L′}, i.e., Ω =

⋃
(l,k)∈G Vl,k. Equivalently, we can deter-

mine some index set D ⊂ {(0, k) ; k ∈ I0} ∪ {(l, k) ; k ∈ Jl, l = 0, . . . , L′ − 1}. Then the
evolution equations (3.31) and (3.38), (3.39) are only solved on G and D, respectively.

3.4. Multiresolution-based grid adaptation
In order to improve the efficiency of the reference scheme (3.30) we use multiresolution-
based grid adaptation techniques. Here the refinement criterion is not based on a poste-
riori error estimates, typically not available for compressible flow equations, or residual-
based criteria that do not allow for error control. Instead, we perform a multiscale anal-
ysis of the discrete data and apply threshold techniques to compress the data. In the
following we briefly summarize the basic conceptual ideas.

Step 1: Multiscale analysis. Let unL′ be the cell averages representing the discretized
flow field at some fixed time step tn on a given locally refined grid with highest level of
resolution l = L′. This sequence is encoded in arrays of detail coefficients dnl , l =
0, . . . , L′ − 1 of ascending resolution, see Figure 4, and cell averages on some coarsest
level l = 0. For this purpose the multiscale transformation (3.14) needs to be performed
locally which is possible due to the locality of the mask coefficients.

Step 2: Thresholding. It can be shown that the detail coefficients become small with
increasing refinement level when the underlying function is smooth. In particular, the
details (2.6) can be estimated by

〈u, ψ̃l,k〉Ω ≤ inf
P∈ΠM−1

|〈u− P, ψ̃l,k〉Ω| ≤ inf
P∈ΠM−1

‖u− P‖L∞(Sl,k) ≤ C 2−M l‖u‖W∞,M (Sl,k)

(3.40)
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for any function u in the Sobolev space W∞,M defined on the support Sl,k := supp ψ̃l,k
of the wavelet ψ̃l,k, cf. [22]. Here we use the cancellation property (3.9). This motivates
to neglect all sufficiently small details in order to compress the original data. Obviously,
the compression rate will increase, if the decay 2−M l can be improved. Therefore we
use for the ansatz space the modified box wavelets realizing higher vanishing moments
instead of the box wavelet. In order to compress the original data we now discard all
detail coefficients dnl,k whose absolute values fall below a level-dependent threshold
value εl = 2l−L

′
ε. Let

DnL,ε :=
{

(l, k) ; |dnl,k| > εl, k ∈ Jl, l ∈ {0, . . . , L′ − 1}
}

be the set of significant details. The ideal strategy would be to determine the thresh-
old value ε such that the discretization error of the reference scheme, i.e., difference
between exact solution and reference scheme, and the perturbation error, i.e., the dif-
ference between the reference scheme and the adaptive scheme, are balanced. For a
detailed treatment of this issue we refer to [14,21].

Step 3: Prediction and grading. Since the flow field evolves in time, grid adaptation
is performed after each evolution step to provide the adaptive grid at the new time step.
In order to guarantee the adaptive scheme to be reliable in the sense that no significant
future feature of the solution is missed, we have to predict all significant details at the
new time step n + 1 by means of the details at the old time step n. Let D̃n+1

L,ε be the
prediction set satisfying the reliability condition

DnL′,ε ∪ Dn+1
L′,ε ⊂ D̃

n+1
L′,ε . (3.41)

Basically there are two prediction strategies (i.e. ways of choosing D̃n+1
L,ε ) discussed in

the literature, see [14, 15]. Moreover, in order to perform the grid adaptation process,
this set is additionally inflated somewhat such that the grid refinement history, i.e., the
parent-child relations of subdivided cells, corresponds to a graded tree. Then the set of
significant details can be interpreted as a graph where all details are connected by an
edge in the graph.

Note that so far the prediction strategy only takes into account the transport of infor-
mation. Since we are using an explicit time discretization and high Reynolds numbers,
the effect due to dissipation will stay local as well and does not require an additional
inflation of the prediction set. Moreover, it would be worthwhile to investigate the effect
of the modeling terms employing the wavelets in order to control locally the choice of L̄
and L′ during the computation. In Section 4 we will discuss this issue in more detail.

Step 4: Grid adaptation. By means of the set D̃n+1
L′,ε a locally refined grid is deter-

mined along the following lines. We check for the transformed flow data represented on
D̃n+1
L′,ε proceeding levelwise from coarse to fine whether the detail associated with any

cell marked by the prediction set is significant or not. If it is, we refine the respective cell.
We finally obtain the locally refined grid with hanging nodes represented by the index
set G̃n+1

L′,ε . The flow data on the new grid can be computed from the detail coefficients in
the same loop where we locally apply the inverse multiscale transformation (3.15).

4. Open Questions
In smooth, laminar regions, the resolved scales of the flow field may have small detail

coefficients, due to the compression property of the wavelets. This can be exploited by
the use of a locally coarsened grid and can be accounted for as an small additional
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discretization error of the resolved scales. On the other hand, in regions with strong
turbulence, we cannot expect a decay of the detail coefficients, resulting in the need of
refining up to the highest level to calculate the modeled equation.

At the same time, we use a turbulence model. Usually these turbulence models con-
tain parameters that allow the user to tune the model for a given test case, until good
agreement with reference data is achieved. Therefore, each model is most suitable in
the special situation it was designed for, e.g. fully developed isotropic turbulence. If we
can detect such a region in our computational domain, we may be able to reduce the
number of scales needed in the computation of the small resolved scales.

A similar approach is used in [23] for the LES, where the authors relate the decay
of the detail coefficients of a suitable quantity calculated from the flow field with the
decay rate of the energy spectrum E(k)k̃−5/3 in the equilibrium range. If, locally, the
actual decay rate does not match this predicted value, the authors conclude that the
hypotheses of the turbulence model in use is not fulfilled. In that case, the grid has to be
refined.

In the future, we would like to proceed similarly. For this purpose, we first must identify
flow regimes, where the large scale quantities are in good agreement with reference
data. In these regimes we have to analyze the behavior of the detail coefficients in order
to develop an indicator that can mark flow regions, where the turbulence models works
well. This has to be integrated in the grid refinement strategy, where we do not only
account for discretization errors, but for modeling errors as well.
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[19] MÜLLER, S. (2003). Adaptive Multiscale Schemes for Conservation Laws. Lec-
ture Notes on Computational Science and Engineering, Vol. 27. Springer.

[20] COHEN, A., DAUBECHIES, I. AND FEAUVEAU, J. (1992). Biorthogonal bases of
compactly supported wavelets. Comm. Pure Appl. Math., 45, 485–560.
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