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Abstract

We present a posteriori error bounds for reduced basis approxi-
mations of parabolic partial differential equations involving (i) a non-
affine dependence on the parameter and (ii) a nonlinear dependence
on the field variable. The method employs the Empirical Interpolation
Method in order to construct “affine” coefficient-function approxima-
tions of the “nonaffine” (or nonlinear) parametrized functions. Our
a posteriori error bounds take both error contributions explicitly into
account — the error introduced by the reduced basis approximation
and the error induced by the coefficient function interpolation. We
show that these bounds are rigorous upper bounds for the approxi-
mation error under certain conditions on the function interpolation,
thus addressing the demand for certainty of the approximation. As
regards efficiency, we develop an efficient offline-online computational
procedure for the calculation of the reduced basis approximation and
associated error bound. The method is thus ideally suited for the
many-query or real-time contexts. We also introduce a new sampling
approach to generate the collateral reduced basis space for functions
with a nonlinear dependence on the field variable. Numerical results
are presented to confirm and test our approach.

1 Introduction

The role of numerical simulation in engineering and science has become in-
creasingly important. System or component behavior is often modeled using
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a set of partial differential equations and associated boundary conditions,
the analytical solution to which is generally unavailable. In practice, a dis-
cretization procedure such as the finite element method (FEM) is used.

However, as the physical problems become more complex and the math-
ematical models more involved, current computational methods prove in-
creasingly inadequate, especially in contexts requiring numerous solutions
of parametrized partial differential equations for many different values of
the parameter. Even for modest-complexity models, the computational cost
to solve these problems is prohibitive.

For example, the design, optimization, control, and characterization of
engineering components or systems often require repeated, reliable, and real-
time prediction of performance metrics, or outputs, s, such as heat fluxes
or flowrates'. These outputs are typically functionals of field variables, 3°,
— such as temperatures or velocities — associated with a parametrized par-
tial differential equation; the parameters, or inputs, u, serve to identify a
particular configuration of the component — such as boundary conditions,
material properties, and geometry. The relevant system behaviour is thus de-
scribed by an implicit input-output relationship, s¢(u), evaluation of which
demands solution of the underlying partial differential equation (PDE).

Our focus here is on parabolic PDEs. For simplicity, we will directly
consider a time-discrete framework associated to the time interval I =]0, ]

(I =[0,t7]). We divide I into K subintervals of equal length At = %f and

define tF = kAt, 0 < k < K = %, and I = {t°,... tX}; for notational
convenience, we also introduce K = {1,..., K}. We shall consider Euler-
Backward for the time integration although higher-order schemes such as
Crank-Nicolson can also be readily treated [13]. The abstract formulation
can be stated as follows: given any p € D C R, we evaluate the output
R (p) = s°(th ) = L(y°* (), Yk € K, where y°F(n) = y°(th;p) € X©
satisfies

m(y**(w),v) + Ata(y®* (), v; p) = m(y* (1), v) + At f(v; p) u(t®),
Yo e X¢ VkekK, (1)

with initial condition (say) y°(t% ) = y§(u) = 0. Here, D is the param-
eter domain in which our P-tuple (input) parameter p resides; X© is an
appropriate Hilbert space;  C R? is our spatial domain, a point in which
shall be denoted x; f(; 1), ¢(-) are X®-continuous bounded linear function-
als; a(, ;) and m(-,-) are X®-continuous and Y*-continuous (X¢ C Y©)

Here superscript “e” shall refer to “exact.” We shall later introduce a “truth approx-
imation” which will bear no superscript.



bounded bilinear forms, respectively; and u(tk) is the “control input” at
time ¢t = t*. We assume here that £(-), and m(-,-) do not depend on the
parameter; parameter dependence, however, is readily admitted [15].

Since the exact solution is usually unavailable, numerical solution tech-
niques must be employed to solve (1). Classical approaches such as the
finite element method can not typically satisfy the requirements of real-time
certified prediction of the outputs of interest. In the finite element method,
the infinite dimensional solution space is replaced by a finite dimensional
“truth” approximation space X C X¢ of size N: for any p € D, we evaluate
the output

() = Uy" (), VkEK, (2)
where y¥ (1) € X satisfies

m(y" (), v) + Ata(y® (), vs p) = m(y*" (1), v) + At f(v; p) u(th),
Vo e X, Vk e K, (3)

with initial condition y(u,t°) = yo(n) = 0. We shall assume — hence the
appellation “truth” — that the approximation space is sufficiently rich such
that the FEM approximation 3* (1) (respectively, s¥(u)) is indistinguishable
from the analytic, or exact, solution 3°*(u) (respectively, s (u)).

Unfortunately, for any reasonable error tolerance, the dimension N needed
to satisfy this condition — even with the application of appropriate (parameter-
dependent) adaptive mesh refinement strategies — is typically extremely
large, and in particular much too large to satisfy the condition of real-time
response or the need for numerous solutions. Our goal is the development of
numerical methods that permit the efficient and reliable evaluation of this
PDE-induced input-output relationship in real-time or in the limit of many
queries — that is, in the design, optimization, control, and characteriza-
tion contexts. To achieve this goal we pursue the reduced basis method.
The reduced basis method was first introduced in the late 1970s for the
nonlinear analysis of structures [1, 29] and subsequently abstracted and an-
alyzed [5, 12, 31, 36]; see [37] for a recent review of contributions to the
methodology.

The core requirement for the development of efficient offline-online com-
putational strategies, i.e., online N-independence, is the affine parameter
dependence — e.g. the bilinear form a(w, v; ) can be expressed as

Q
a(w,v; p) = Z 0%(n) a®(w, v), (4)



where the ©4(u) : D — R are parameter dependent functions and the
a?(w,v) are parameter-independent bilinear forms. In the recent past, re-
duced basis approximations and associated a posteriori error estimation for
linear and at most quadratically nonlinear elliptic and parabolic PDEs hon-
oring this requirement have been successfully developed [15, 16, 19, 26, 27,
32, 40, 42, 43].

In [14] we extended these results and developed efficient offline-online
strategies for reduced basis approzimations of nonaffine (and certain classes
of nonlinear) elliptic and parabolic PDEs. Our approach is based on the Em-
pirical Interpolation Method (EIM) [4] — a technique that recovers the effi-
cient offline-online decomposition even in the presence of nonaffine parame-
ter dependence. We can thus develop an “online N -independent” computa-
tional decomposition even for nonaffine parameter dependence, i.e., where
for general g(x; ) (here x € Q and p € D) the bilinear form satisfies

a(’ww;u)z/Q Vw-Vv+/Qg(fv;u)wv- (5)

A posteriori error bounds for nonaffine linear and certain classes of nonaffine
nonlinear elliptic problems have been proposed in [7] and [28], respectively.
In this paper, we shall consider the extension of these techniques and de-
velop a posteriori error bounds (4) for nonaffine parabolic problems and ()
for problems in which g is a nonaffine nonlinear function of the parameter
g (possibly including time), spatial coordinate z, and field variable y —
we hence treat certain classes of nonlinear problems. We recall that the
computational cost to generate the collateral reduced basis space for the
function approximation is very high in the parabolic case if the function g
is time-varying either through an explicit dependence on time or an implicit
dependence via the field variable y(t*; ;1) [14]. We therefore propose a novel
more efficient approach to generate the collateral reduced basis space which
is based on a POD(in time)/Greedy(in parameter space) search [16].

A large number of model order reduction (MOR) techniques [2, 8, 9,
25, 30, 35, 39, 44] have been developed to treat (nonlinear) time-dependent
problems. One approach is linearization [44] and polynomial approxima-
tion [9, 30]: however, due to a lack of efficient representations of nonlinear
terms and fast exponential growth (with the degree of the nonlinear approxi-
mation order) of computational complexity, these methods are quite expen-
sive and do not address strong nonlinearities efficiently; other approaches
for highly nonlinear systems (such as piecewise-linearization) have also been
proposed [35, 38] but at the expense of high computational cost and little
control over model accuracy. Furthermore, although a priori error bounds



to quantify the error due to model reduction have been derived in the linear
case, a posteriori error bounds have not yet been adequately considered even
for the linear case, let alone the nonlinear case, for most MOR approaches.
Finally, it is important to note that most MOR techniques focus mainly on
reduced-order modeling of dynamical systems in which time is considered
the only “parameter;” the development of reduced-order models for prob-
lems with a simultaneous dependence of the field variable on parameter and
time — our focus here — is much less common [6, 10].

This paper is organized as follows: In Section 2 we present a short review
of the empirical interpolation method. The abstract problem formulation,
reduced basis approximation, associated a posteriori error estimation, and
computational considerations for linear coercive parabolic problems with
nonaffine parameter dependence are discussed in Section 3. In Section 4
we extend these results to monotonic nonlinear parabolic PDEs. Numerical
results are used throughout to test and confirm our theoretical results. We
offer concluding remarks in Section 5.

2 Empirical Interpolation Method

The Empirical Interpolation Method (EIM), introduced in [4], serves to
construct “affine” coefficient-function approximations of “non-affine” para-
metrized functions. The method is frequently applied in reduced basis ap-
proximations of parametrized partial differential equations with nonaffine
parameter dependence [14]; the affine approximation of the equations is
crucial for computational efficiency. Here, we briefly summarize the results
for the interpolation procedure and the estimator for the interpolation er-
ror [4, 14].

2.1 Coefficient-function approximation

We are given a function g : Q x D — R such that, for all u € D, g(;u) €
L>(Q); here, D C R” is the parameter domain,  C R? is the spatial domain
— a point in which shall be denoted by = = (z(;), 7)) — and L*(2) =
{v|esssup,cq |v(z)| < oo}

We first define the nested sample sets S%, = {u] € D,...,u9, € D},
associated reduced basis spaces W§, = span {&, = g(z;ph),1 < m <
M}, and nested sets of interpolation points T, = {z1,...,znm}, 1 < M <
Max. We present here a generalization for the construction of the EIM
which allows a simultaneous definition of the generating functions W, and
associated interpolation points 7%, [24]. The construction is based on a



greedy algorithm [42] and is required for our POD/Greedy algorithm which
we will introduce in Section 4.4.

We first choose uf € D, compute & = g(z; pf), define WY = span{¢; },
and set 71 = arg ess sup,cq |€1(2)], 1 = & (z)/€1(21), and Bi; = 1. We then
proceed by induction to generate S9,, W¥,, and T7,: for 1 < M < Mpyax —1,
we determine pf, ., = arg max,ezs lg(-5 1) — gnr (5 1)l oo (), compute
v = g(xspfy,,), and define Wy, | = span{&, }M 11 to generate the
interpolation points we solve the linear system Z]]Vil UJM qi(xi) = Envrpa (24),

1 < i < M and we set ry+1(x) = Eppar(x) — Z;‘il a}vj gi(x), xpm41 =
arg ess supgcq [rm+1(z)|, and qu41(x) = rya(x)/rav+1(za41).  Here,
2 i C D is a finite but suitably large train sample which shall serve as our

D surrogate, and ga(-; 1) € W3, is the EIM interpolant of g(-; ) over the
set T4, for any p € D. Specifically

M
gy (@) = Y erm(1)gm, (6)
m=1
where
M
> Bl om(n) = glxip), 1<i<M, (7)
=1

and the matrix BM € RM*M ig defined such that B{‘f =qj(z;), 1 <i,j <
M. We note that the determination of the coefficients s, (1) requires only
O(M?) computational cost since B is lower triangular with unity diagonal
and that {g,}M_, is a basis for Wy, [4, 14].

Finally, we define a “Lebesgue constant” [33] Ay = sup,cq 2%21 VM (z)],
where VM (z) € W{, are the characteristic functions of Wy, satisfying
VM(z,) = 6mn, 1 < m,n < M; here, d,,, is the Kronecker delta symbol.
We recall that (i) the set of all characteristic functions {V,M}M_, is a basis
for W¥,, and (ii) the Lebesgue constant Ay satisfies Apy < 2M —1 [4, 14].
In applications, the actual asymptotic behavior of Ays is much lower, as we
shall observe subsequently.

2.2 A posteriori error estimation

Given an approximation gys(x; p) for M < Mpax — 1, we define Epy(z; ) =

Enr() grrs1(x), where Epr(p) = |g(xar+1; ) — g (Tars1; 1) We also define
the interpolation error as

em(p) = llg(-50) = gna (-5 )l Lo (@)- (8)

6



In general, epr(u) > Epr(p), since epr(p) > |g(x; 1) — gar(z; p)| for all x € Q,
and thus also for x = zj;41. However, we can prove (see [4, 14, 24])

Proposition 1. If g(-;u) € Wy, then (i) g(x; p) — gn (w5 1) = £E0s (w5 1)
(either Eng(x; p) or —Enr(wy 1)), and (i) (-5 ) —gna (-5 1) || oo () = Ena ()

Of course, in general g(-;u) & Wf/[-&—l? and hence our estimator &yy(u) is
indeed a lower bound; however, if £p;(u) — 0 very fast, we expect that the
effectivity,

Enm(p)
(9)

shall be close to unity. Furthermore, the estimator is very inexpensive — one
additional evaluation of g(-; ) at a single point in §2. Also note that we can
readily improve the rigor of our bound at only modest additional cost: if
we assume that g(-; u) € Wi, then &y = 2k—1 maXie(1,. iy [9(Ta4i 1) —
gnm (Tar44; )] is an upper bound for epr ().

In a recent note [11] a new rigorous a posteriori error bound for the
empirical interpolation method is proposed that does not rely on the as-
sumption g(-;u) € Wy, ;. In the following derivation for nonaffine linear
problems, we may directly replace the current “next-point” error bound by
this new bound, thus obtaining a rigorous error bound for the reduced-basis
approximation. Unfortunately, we cannot follow this approach for nonlinear
problems and — with the goal of presenting a unified treatment in mind — we
therefore employ the “next-point” error bound throughout the subsequent
analysis.

3 Nonaffine Linear Parabolic Equations

3.1 Problem statement
3.1.1 Abstract formulation

We first recall the Hilbert spaces X¢ = H}(2) — or, more generally, H} () C
X¢ C HY(2) — and Y© = L3(Q), where HY(Q) = {v | v € L?(Q2),Vv €
(L2()4}, HY(Q) = {v | v € HY(Q),v]sq = 0}, and L2(R) is the space
of square integrable functions over Q [34]; here €2 is a bounded domain in
R? with Lipschitz continuous boundary 9. The inner product and norm
associated with X¢ (Y¢) are given by (-, )xe ((*,")ye) and || - ||xe = (-, );/62

(- llye = (-,-)%//3) , respectively; for example, (w,v)xe = [, Vw - Vv +



wiv, Vw,v e X¢ and (w,v)ye = wiv, Vw,v € Y. The truth approx-
imation subspace X C X°(C Y°) shall inherit this inner product and norm:
()x = ()5 and || - ||x = || - ||; we further define Y = Y*°.

We directly consider the truth approximation statement defined in (3)
with the output given by (2), in which

a(waU;M) - ao(w,v) +a1(w,v,g(ac;,u,)), (10)
and

flusi) = [ whaip (11)

where ag(-,-) is a continuous (and, for simplicity, parameter-independent)
bilinear form and a; : X x X x L*(Q) is a trilinear form. For simplicity of
exposition, we assume here that h(z;u) = g(x; p).

We shall further assume that a(-,-; u) and m(-,-) are continuous

a(w,v;p) < ya(pllwlxlvlx <vellwllxlvlx, Yw,ve X, VpeTl2)
m(w,v) < Aplwllyllolly, Vwv e X; (13)
coercive,
a(w, w; p)
0 0 < = inf VueD 14
m(v,v)
0 < o= Sy 15
o = 2k T 1)

and symmetric, a(v,w; p) = a(w,v;u), Vw,v € X,V u € D, and m(v,w) =
m(w,v), Vw,v € X,V u € D. (We (plausibly) suppose that 72, 79 oY, oY
may be chosen independent of N.) We also assume that the trilinear form

a1 satisfies
a1(w,v,z) < A9 wllx [Jv]lx |2l o), Yw,ve X, Vze L>(Q). (16)

Next, we require that the linear forms f(;u): X — Rand ¢(-): X — R
be bounded with respect to || - ||y. And finally, we require that all linear
and bilinear forms are independent of time — the system is thus linear
time-invariant (LTT). It follows, since g(+; 1) € L (), that a solution to (3)
exists and is unique [34].



3.1.2 Model problem

As a numerical example we consider the following nonaffine diffusion prob-
lem defined on the unit square,  =]0, 1[2€ R?: Given pu = (u,pu2) € D =
[-1,-0.01]2 € RP=2 we evaluate y*(u) € X from (3), where X C X¢ =
H&(Q) is a linear finite element truth approximation subspace of dimension
N = 2601,

m(w,v)z/ng, “0(“’7”)5/va'vvv al(w,v,Z)E/ﬂzwv, f(v;z)E/zv,

Q
(17)
and z = G(x; ) is a nonaffine function given by
1
Olasp) = (18)

V@) = m)? + (@) — pa)?

The output can be written in the form (2), s*(u) = £(y* (1)), Vk € K, where
((v) = [Q7 [, v — clearly a very smooth functional. We shall consider the
time interval I = [0,2] and a timestep At = 0.01; we thus have K = 200.
We also presume the periodic control input u(t¥) = sin(27t¥), t¥ € I.

Two snapshots of the solution y*(u) at time t* = 25At are shown in
Figures 1(a) and (b) for p = (—1,—1) and p = (—0.01, —0.01), respectively.
The solution oscillates in time and the peak is offset towards = = (0,0) for
w near the “corner” (—0.01,—0.01).

3.2 Reduced basis approximation
3.2.1 Formulation

We suppose that we are given the nested Lagrangian [31] reduced basis
spaces
W3 =span{Cy, 1<n <N}, 1< N < Npay, (19)

where the ¢,, 1 < n < N, are mutually (-, -)x-orthogonal basis functions.
We comment on the POD/Greedy algorithm for constructing the basis func-
tions in Section 3.4.

Our reduced basis approximation yf\ﬂM(,u) to 4* (1) is then: given p € D,

yhoa(n) € W, 1<k < K, satisfies

m(yk (), v) + At (ao(yhar (1), v) + a1 (Y ar (1), v3 gar (w3 1))
= m(yn (1), 0) + At f(v; gar(a; ) u(t®), Voe Wy, (20)



with initial condition y?\L (1) = 0. We then evaluate the output estimate,
5]16\77]\/[(#), 1<k <K, from

siar (1) = L(yR e (1)) (21)

Note that we directly replaced g(z;p) in (10) by the affine approximation
gu (T p) = Zf\le O m(1)gm(x) from (6) based upon the empirical inter-
polation approach described in Section 2.

We now express y]’ih ) = Zﬁ;l yjk\,’ Mn () G, choose as test functions
v=_(;,1<j <N, and invoke (6) to obtain

N

M
> {m(Ci, Gj) + At (ao(Cz‘, G+ Y emmp) ar (G, Cj»%n)) } YN (1)

i=1 m=1

N M
=" m(Gir )y () + A onrm() F(Giam) u(t®), 1<i< N,

i=1 m=1

(22)

where @arm(p), 1 < m < M, is determined from (7). We can thus recover
online M-independence even for nonaffine problems: the quantities m(¢;, ¢;),
ao(Gi, G5), a1(Giy GGy gm), and f(G; gm) are all parameter independent and can
thus be pre-computed offline, as discussed further in Section 3.2.2.
In [14] we developed a prioriestimates for the convergence rate yfm ) —

y* (1) — the sum of a best approximation result and a perturbation due to the
variational crime associated with the interpolation of g. We next summarize
the offline-online computational procedure and then turn to the development
of our a posteriori error bounds.

3.2.2 Computational procedure

We summarize here the offline-online procedure [3, 18, 23, 32]. We first
express y& /(1) as

WE

yﬁ/,M(M) = y]IiI,Mn(M) Cns (23)

n=1
and choose as test functions v = (5, 1 < j < N in (20). It then follows
from (22) that ¥y /(1) = [WRar1(0) Ynara(l) - vk v(W]" € RY sat-
isfies
(My + At An (1) Yy o, (1) = My gy (1) + At Fy(p) u(t®), VkeK,
(24)

10



with initial condition yn arn(1,t°) =0, 1 < n < N. Given Q?VM('U’)’ 1<
k < K, we finally evaluate the output estimate from

skar(n) = Liy gy (), Yk eK. (25)
Here, My € RV*N is a parameter-independent SPD matrix with entries

Furthermore, we obtain from (6) and (10) that Ax(x) € RN*YN and Fy(u) €
RY can be expressed as

M

An(p) = Aon+ Y enmmlp) ATy, (27)
y m=1

Fn(p) = > emmp) Fi, (28)
m=1

where prm(p), 1 < m < M, is calculated from (7), and the parameter-
independent quantities Ag y € RNV Al'y € R¥*N and Ff* € RY are
given by

Aonij = ao(G,Gj), 1<id,j <N,
ATNZ,] = al(<27Cj7Qm)7 1§Z7.7§N7 1SmSM7 (29)
FR = f(Giam),  1<j<N, 1<m<MM,

respectively. Finally, Ly € RY is the output vector with entries Ly ; = £(¢;),
1 <4 < N. We note that these quantities must be computed in a stable
fashion which is consistent with the finite element quadrature points (see
[13], p. 132).

The offline-online decomposition is now clear. In the offline stage —
performed only once — we first construct the nested approximation spaces
Wf/[ and sets of interpolation points wa 1 < M < Mpax; we then solve
for the (,, 1 < n < Npax and compute and store the u-independent quan-
tities in (26), (29), and Ly. The computational cost — without taking
into account the construction of W3, and T3j, — is therefore O(K Nyax)
solutions of the underlying A/-dimensional “truth” finite element approx-
imation and O(MpaxN2,,) N-inner products; the storage requirements
are also O(MpaxN2,.). In the online stage — performed many times,
for each new parameter value p — we first compute @y (p) from (7) at

11



cost O(M?) by multiplying the pre-computed inverse of BM with the vec-
tor g(xi;p), 1 < i < M; we then assemble the reduced basis matrix (27)
and vector (28); this requires O(M N?) operations. We then solve (24) for
gﬁv’ 1 (1); since the reduced basis matrices are in general full, the operation

count (based on LU factorization and our LTI assumption) is O(N3+ K N?).
Finally, given gﬁ,’ 2 (1) we evaluate the output estimate SéﬁV, vn),1<kE<K,

from (25) at a cost of O(KN).

Hence, as required in the many-query or real-time contexts, the online
complexity is independent of N/, the dimension of the underlying “truth”
finite element approximation space. Since N, M < N we expect significant
computational savings in the online stage relative to classical discretization
and solution approaches.

3.3 A posteriori error estimation

We will now develop a posteriori error estimators which will help us to (7)
assess the error introduced by our reduced-basis approximation (relative to
the “truth” finite element approximation); and (4i) devise an efficient proce-
dure for generating the reduced-basis space Wy,. We recall that a posteriori
error estimates have been developed for reduced basis approximations of
linear affine parabolic problems using a finite element truth discretization
in [15]. Subsequently, extensions to finite volume disretizations including
bounds for the error in the L*(Q2)-norm have also been considered [16].

3.3.1 Preliminaries

To begin, we assume that we are given a positive lower bound for the coer-
civity constant agq(p): éq(p) : D — Ry satisfies

aq(pt) > da(p) > dg >0, VpeD. (30)

This bound can be calculated using the Successive Constraint Method (SCM)
[17]; however, simpler recipes often suffice [32, 43].
We next introduce the dual norm of the residual

RF(v;
5?\1,1\/1(#) = sup 7( )

, VkeK, (31)
veX HUHX

where
R (03 ) = £ (05 9 (3 1)) w(t®) = ao (Y ar (1), v) —ax (i ar (1), 0, g (3 1)
1

= R )~y () v), Vv e X, VEEK. (32)

12



We also introduce the dual norm

(bnak(ﬂ> = sup f(U;QM+1) u(tk) - al(y]]i[,M(:u)avaM+1)
M ex vl x

, VkeK, (33)

which reflects the contribution of the nonaffine terms. Finally, we specify
the inner products (v,w)x = ap(v,w), Vv,w € X and (v,w)y = m(v,w),
Vou,w € X, recall the definition éx(p) = |g(tar+1; 1) — gar(Ear+1; p)| from
Section 2.2, and define the “spatio-temporal” energy norm, 1 < k < K,

[I[o* ()l = (m(vk(u),vk(u))

1
2

ate) At ). @1

k
3 (a0 (), v () + s (o (1),
k=1
3.3.2 Error bound formulation

We obtain the following result for the error bound.

Proposition 2. Suppose that g(z; ) € WJE\J/IH' The error, e*(p) = y* () —
Y (1), is then bounded by

leF (Il < A% (1), YpeD, VEeK, (35)

where the error bound AZJ/V]?M(M) = A?V,M(tk; w) is defined as

=

qu,ka( ( 2At Ek: Z ouak' )
- o (36)
Proof. We immediately derive from (3) and (32) that eF(u), 1 < k < K,
satisfies
mle (), 0) + At (ao(e* (1), v) + ar (e (), v, gw: ) ) =
m(e* (), v) + At R(v; p, t°) + At (f (03 g(; 1) — gar(as 1)) ult®)
— a1 (YN (1), 0, (x5 1) = gur(as ), Vo € X, (37)
where e(t'; ) = 0 since y(t% p) = yn ar(t%; 1) = 0 by assumption. We now

choose v = (), invoke the Cauchy-Schwarz inequality for the cross term
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m(e"~! (1), ¥ (1)), and apply (31) to obtain, 1 <k < K,

m(e®(p), e () + At (ao(e’“(u)vek(u)) + al(ek(u),e’“(u),g(m;u))> <
m3 (e (), e (1)) m2 (51 (), € () + At ey s () Nl () x
+ At (f("(); gz 1) — gar(as p)) ulth)
— a1 (ykar(w), € (w), glas 1) — gur (s ). (38)

From our assumption, g(z;p) € W§, 41> Proposition 1, and (33) it directly
follows that

F(EF(u): g(s 1) — gar (s ) w(t®) — ar(yhy ar (), € (1), g 1) — gar (s )
) fwianrn) w(t®) — ar(yf (1), v, qarsr)

< Ep(p) su le* (1) x
vex [ollx
< enrlp) @RF (1) et ()]l x- (39)
We now recall Young’s inequality (for c € R, d € R, p € Ry)
1
2 |e] |d| < ¢+ p* &, (40)
p

which we apply thrice: first, choosing ¢ = m%(ek(u), e (n)), d = m%(ekfl(,u), eF=1(w)),
and p = 1, we obtain

2 m3 (P (), (1)) m3 (XL (), ¥ (1))
< m(e" (), e () + m(eP(u), () (41)

second, choosing ¢ = slf\,’M(u), d = ||e¥(u)||x, and p = (da(u)/2)% we have

2 ki) ekl < 2 eha)” + 222

a

le* (ks (42)

Q

N

and third, choosing ¢ = /(1) ®42% (), d = ||e*(u)||x, and p = (dq(1)/2)
gives

Q) ok ()
(13)

2 na 2 A na 2
2 enr(p) Q5% (1) le"(0)llx < —— é3(n) @7 (n)" +

(1)
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Combining (38) and (39), and invoking (14) and (41)-(43), we obtain, 1 <
k<K,

m(e" (1), € (1)) —m(e* ! (n), "~ (1)) + At (ao(e® (n), € (1)

+ ar (e (1), € (1), g3 1)) < (hoar () + 23, 0) @5(10)? )
(44)

where we used the fact that &, (p) < aq(p), ¥V u € D. We now perform the
sum from k' =1 to k and recall that e(u,t°) = 0, leading to

m(e" ) + Z At (ag(e¥ (1), ¥ (1)) + ar(e¥ (), € (1), g3 1))
k=1
2A¢ : k' 2 22 nak’ 2
5 (Roar(n)” + () @39 (0)), YheK, (45)
which is the result stated in Proposition 2. O

We note from (36) that our error bound comprises the affine as well
as the nonaffine error contributions. We may thus choose N and M such
that both contributions balance, i.e., neither N nor M should be chosen
unnecessarily high. We also recall that our (crucial) assumption g(x;p) €
wy, 41 cannot be confirmed in actual practice — in fact, we generally have
g(z; ) ¢ W3, and hence our error bound (36) is not completely rigorous,
since épr(p) < epr(p). We comment on both of these issues again in detail
in Section 3.5 when discussing numerical results.

We can now define the (simple) output bound in

Proposition 3. Suppose that g(x;u) € Wy, . The error in the output of
interest is then bounded by

5" (1) = s ()] < AV (), VEkeK, VpeD, (46)
where the output bound AfV]fM(,u) is deﬁned as
(v
830 = sup LAY (). (47
vex [lvlly
Proof. From (2) and (21) we obtain
|55 (1) = s (W] = 1" (1) = LyRar ()]
= 16 )] < sup 2 Gy
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The result immediately follows since |e*(u)|y < A?VkM(,u), 1<k<K. O

Since our focus here is on developing a posteriori error bounds for non-
affine and (subsequently) nonlinear problems, we do not consider primal-
dual techniques. However, incorporating these techniques analogous to [15]
is also possible.

3.3.3 Computational procedure

We now turn to the development of offline-online computational procedures
for the calculation of A?VITM (1) and A?V]fM(,u). The necessary computations
for the offline and online stage are detailed in A. Here, we only summarize
the computational costs involved.

In the offline stage we first compute the quantities F, A%, and M
from (88) and (91) and then evaluate the A from (90) and (92); this requires
(to leading order) O(Max Nmax) expensive “truth” finite element solutions,
and O(M2, N2 ) N-inner products. In the online stage — given a new

max max
parameter value p and associated reduced basis solution g’fv M(u), 1<k<L

K — the computational cost to evaluate A‘}JVITM (1) and A?V]‘;’M(u), 1<k <K,
is O(KM?N?). Thus, all online calculations needed are independent of .

3.4 Sampling Procedure

The sampling procedure is a two stage process. We first construct the sam-
ple set SY,, associated space W7§,, and set of interpolation points T3, for the
nonaffine function as described in Section 2. We then invoke a POD /Greedy
sampling procedure — a combination of the Proper Orthogonal Decom-
position (POD) in time with a Greedy selection procedure in parameter
space [16, 20] — to generate WJ..

Let PODx({y*(1),1 < k < K}, R) return the R largest POD modes,
{xi,1 <i < R}, with respect to the (-, -)x inner product. We recall that the
POD modes, x;, are mutually X-orthogonal such that Pr = span{x;,1 <
i < R} satisfies the optimality property

K
: 1 .
Pr = arg inf (KkZ inf " () —w||%<> .y

YrCspan{y* (1), 1<k<K} WV
where Yr denotes a linear space of dimension R. Here, we are only in-

terested in the largest POD mode which we obtain using the method of
snapshots [39]. To this end, we solve the eigenvalue problem Ct¢ = A%}’
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for (1p! € RE A € R) associated with the largest eigenvalue of C, where
Cij = (¥ (p), ¥ (1))x, 1 <i,j < K; we then obtain the first POD mode
from x1 = Y05, ¢ vF (1)

The POD/Greedy procedure proceeds as follows: we first choose a p* €
D and set S§ = {0}, Wy = {0}, N = 0. Then, for 1 < N < Npx, we
first compute the projection error e%7proj(u) = yF(u*) —Projxwy_| (v* (")),
1 < k < K, where projy y, (w) denotes the X-orthogonal projection of
w € X onto Wy, and we expand the parameter sample S]y\, — S}{,fl u{p*}
and the reduced basis space WY «— W _; UPODx({efy 0;(1n*),1 < k <
K},1), and set N «— N + 1. Finally, we choose the next parameter value

from 1" — argmaxez, ., A, (1)/|llyK ()], Le., we perform a greedy

search over Sy, for the largest relative a posteriori error bound at the final
time. Here, Z¢ain C D is a finite but suitably large train sample. In general,
we may also specify a desired error tolerance, €] min, and stop the procedure
as soon as maxpez, . AL (0/YE (WII] < €rotmin is satisfied; Ninas is
then indirectly determined through the stopping criterion.

We note that during the POD/Greedy sampling procedure we shall use
the “best” possible approximation gas(x; p) of g(x; 1) so as to minimize the
error induced by the empirical interpolation procedure, i.e., we set M =
Muax. In cases where the control input w(t*) is unknown, we appeal to
the LTI property and generate the reduced basis space based on an impulse
input [15]. Extensions of the sampling procedure to treat non-zero initial
conditions and multiple inputs may also be considered [13].

3.5 Numerical Results

We now present numerical results for our model problem of Section 3.1.2.
We choose for Etam C D a deterministic grid of 40 x 40 parameter points
over D and we take pf = (—0.01,—0.01). Next, we pursue the empirical
interpolation procedure described in Section 2 to construct S%,, Wy, T3,
and BM, 1 < M < Myay, for Myay = 57.

We first present the results for the empirical interpolation of G(x; 1) from
(18). To this end, we introduce a parameter test sample Eqeg 0f size Qrest =
225, and define the maximum error €7 max = max, czg €M (1), the average

effectivity Ty = Qe O pess, nar(p), where nar () is the effectivity defined
—Test

in (9), and ¢ is the condition number of BM. We present in Table 1 & M,maxs
A, v, and 22y as a function of M. We observe that epmax converges
rapidly with M; that the Lebesgue constant grows very slowly; that the
error estimator effectivity is less than but reasonably close to unity; and
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that BM is quite well-conditioned for our choice of basis.

Table 1: Numerical results for empirical interpolation of G(x;u):
€M maxs An, N, and 2y as a function of M.

M € M,max Ay s 0
8 2.05e-01 1.98 0.17 3.73
16 8.54E-03 2.26 0.85 6.01
24 6.53E-04 3.95 0.50 8.66
32 1.295-04 5.21 0.73 12.6
40 1.37E-05 5.18 0.43 16.6
48 4. 76 E-06 10.2 0.19 20.0

We next turn to the reduced basis approximation and construct the
reduced basis space W}\’[ according to the POD/Greedy sampling procedure
in Section 3.4; we sample on Zipin with M = M.« and obtain Ny.x = 45
for €ol,min = 1E-6.

In Figure 2 we plot, as a function of N and M, the maximum relative
error in the energy norm e?V,M,max,rel = maxyezr., ||le® (WII/1y5 ()]l
where y, = argmaxyez,., ||[y% (1)]||. We observe that the reduced-basis
approximation converges very rapidly. We also note the “plateau” in the
curves for M fixed and the “drops” in the N — oo asymptotes as M in-
creases: for fixed M the error due to the coefficient function approximation,
g (x5 ) — g(x; p), will ultimately dominate for large N; increasing M ren-
ders the coefficient function approximation more accurate, which in turn
leads to a drop in the error. We further note that the separation points,
or “knees,” of the N-M-convergence curves reflect a balanced contribution
of both error terms; neither N nor M limit the convergence of the reduced
basis approximation.

In Table 2 we present, as a function of N and M, 6?1”\/, M max.rel’ the max-
imum relative error bound AZJJ\L M.max.rel» a0d the average effecitivity UISaYE

here, A?]JV,M,max,rel is the maximum over Zres of A%’VITM(M)/HWK(/LZ/)H\ and

M. 18 the average over Eqesy x I of AZ]/V]CM(M)/]Hyk(u) — yk ()], Note
that the tabulated (N, M) values correspond roughly to the “knees” of the
N-M-convergence curves. We observe very rapid convergence of the reduced
basis approximation and error bound.

The effectivity serves as a measure of rigour and sharpness of the error
bound: we would like 73 ,, > 1, i.e., A?VITM(M) be a true upper bound for

the error in the energy-norm; and ideally we have 7% u = 1 so0 as to obtain
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a sharp bound for the error. We recall, however, that in actual practice
we cannot confirm the assumption g(z; ) € W§, 41 from Proposition 2 and
thus 7%, ,, > 1 may not hold. Specifically, if we choose (N, M) such that the
function interpolation limits the convergence we do obtain effectivities less
than 1, e.g., for (N, M) = (25,24) (instead of (25,32) in Table 2) we obtain
7% 3 = 0.83. A judicious choice for N and M is thus important for rigour
and safety.
We next turn to the output estimate and present, in Table 2, the maxi-
mum relative output error er} M maxrel’ the maximum relative output bound
}"’V, M max,rel’ and the average output effectivity 77°; here, 6?\77 M max.rel is the

maximum over Srest of |s(u, ¢5 (1)) —s s (. t5(1)1/ 15 (1, t5(1))], AR At e e
is the maximum over Zqeg of A?V,M(u,t?(u))/\s(u,t?(u)}], and 7° is the
average over Eresy of AN\ (w,ty(n))/|s(kstn(p)) — snar(ps ty(p))|, where
ts(n) = argmaxpy |s(p, t*)] and t, (1) = arg maxyrey |s(u, ) —sn5,m (1, t*)].
Again, we observe very rapid convergence of the reduced basis output ap-
proximation and output bound — for only N = 15 and M = 24 the output
error bound is already less than 0.3%. The output effectivities are still
acceptable for smaller values of (N, M), but deteriorate for larger values.

In Table 3 we present, as a function of N and M, the online computa-
tional times to calculate s?V,M(,u,) and A?V%M(u) for 1 <k < K. The values
are normalized with respect to the computational time for the direct calcula-
tion of the truth approximation output s*(u) = £(y*(n)), 1 < k < K. The
computational savings for an accuracy of less than 0.3 percent (N = 15,
M = 24) in the output bound is approximately a factor of 30. We note
that the time to calculate AfV]fM(M) exceeds that of calculating s () con-
siderably — this is due to the higher computational cost, O(KM2N?), to
evaluate A?VITM(,LL). Thus, although the previous observations suggests to
choose M large so that the error contribution due to the nonaffine function
approximation is small, we should choose M as small as possible to retain
the computational efficiency of our method. We emphasize that the reduced
basis entry does not include the extensive offline computations — and is
thus only meaningful in the real-time or many-query contexts.

4 Nonlinear Parabolic Equations

In this section we extend the previous results to nonaffine nonlinear parabolic
problems. We first introduce the abstract statement and reduced basis ap-
proximation, we then develop the a posteriori error bounds and subsequently
introduce a new construction to define the generating functions for the non-

20



Table 2: Convergence rates and effectivities as a function of N and M for
the nonaffine problem.

N M G?V M ,max,rel A:,]J\f M ,max,rel ’r_’%’V}M €SN,M,max,rel A?V,M,max,rel ﬁSN,M
5 16 1.22E-02 1.74-02 1.42 3.30E-03 1.01e-01 29.1
15 24 3.32e-04 4.75E-04 1.09 1.57E-04 2.77E-03 27.5
25 32 291E-05 4.30E-05 1.44 1.88E-05 2.50E-04 85.4
35 40 3.78E-06 3.50E-06 1.11  3.22e-06 2.04E-05 137
45 48 5.66€E-07 8.17e-07 1.39 8.14E-08 4. 76 E-06 553

Table 3: Online computational times (normalized with respect to the time
to solve for s*(u), 1 < k < K) for the nonaffine problem.

N M sk, VEeK  AYF, (), VEe K sF(u), VEEK

) 16 2.70E-03 1.84E-02 1
15 24 3.18E-03 3.01-02 1
25 32 3.96E-03 4.57E-02 1
35 40 4.71E-03 7.168-02 1
45 48 5.52E-03 1.02e-01 1

linear term. Finally, we discuss numerical results obtained for a model
problem.

4.1 Problem statement
4.1.1 Abstract formulation

We consider a time-discrete framework associated to the time interval I =
]0,¢¢] as introduced in Section 1; I is divided into K subintervals of equal
length At = L, that ¢* is defined by t* = kAt, 0 < k < K = &; further-
more, [ = {t°,...,t*} and K = {1,..., K}. The “truth” approximation is
then: given a parameter p € D, we evaluate the output of interest

s"(u) =Ly (), YkeK (49)
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where the field variable y*(u) € X, 1 < k < K, satisfies the weak form of
the nonlinear parabolic partial differential equation

m(y* (), v) + At a®(y* (), v) + At /Qg(yk(u);x;u) v
= m(yk_l(,u),v) + At f(v) u(tk), VoveX, (50)

with initial condition (say) y(u,t°) = 0. Here, u and D are the input and
input domain; u(#*) denotes the control input; and g(w; z; 1) : RxQxD — R
is a nonlinear nonaffine function continuous in its arguments, increasing in
its first argument, and satisfies, for all y € R, y g(y;z;u) > 0 for any z € Q
and p € D. We note that the field variable, y* (1), is of course also a function
of the spatial coordinate 2. In the sequel we will use the notation y(z, t*; u)
to signify this dependence whenever it is crucial.

We shall make the following assumptions. We assume that a”(-,-) and
m(-,-) are continuous

a“(w,v) < Alwlxllvllx, YwveX, (51)
m(w,v) < Aplwllylolly, YwwveX; (52)
coercive,
L

0 < o= inf wf’) (53)

weX lwl[%

0 _ . . m(v,0)
= inf ; 4
O < o=l Topz 54

and symmetric, a’(v,w) = a®(w,v), Yw,v € X, and m(v,w) = m(w,v),
Vw,v € X. (We (plausibly) suppose that 72, 79 ol oY may be chosen
independent of N.) We also require that the linear forms f(-) : X — R
and £(-) : X — R be bounded with respect to || - ||y. The problem is thus
well-posed [22].

Since the focus of this section is the treatment of the nonlinearity g(w; x; p)
we assume that the bilinear and linear forms m, a” and b, ¢ are parameter
independent; a parameter dependence of either form is readily admitted.
Note also that our results presented here directly carry over to the case

where g is also an explicit function of (discrete) time t*.

4.1.2 Model problem

We turn to a numerical example. We consider the following nonlinear dif-
fusion problem defined on the unit square, Q =]0,1[?€ R?: Given u =
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(p1,p2) € D* = [0.01,10)%2, we evaluate y*(u) € X from (50), where
X C X° = H}(Q) is a linear finite element truth approximation subspace of
dimension N = 2601,

m(w,v) = /Qwv, al(w,v) = /QVw-Vv, flv) = 100/ v sin(27xy) cos(2mxs),

Q
(55)
and the nonlinearity is given by
k
et2y (1) _ 1
9y (1) p) = o ———. (56)
2]
The output s*(u) is evaluated from (49) with ¢(v) = [, v. We presume the

periodic control input u(t*) = sin(27tF), t* € L. We shall consider the time
interval I = [0,2] and a timestep At = 0.01; we thus have K = 200.

We note that uo represent the strength of the nonlinearity whereas
uq represents the strength of the sink term in (56); as ps — 0 we have
g(w;u) — piw. The solution thus tends to the solution for the linear
problem as po tends to zero. Two snapshots of the solution y*(u) at time
t* = 25At are shown for ;4 = (0.01,0.01) and g = (10, 10) in Figures 3(a)
and (b), respectively. We observe that the solution has two negative peaks
and two positive peaks with similar height for ¢ = (0.01,0.01) (which os-
cillate back and forth in time). As puy increases, the height of the negative
peaks remains largely unchanged, while the positive peaks get rectified as
shown in Figure 3(b). The exponential nonlinearity has a damping effect on
the positive part of ¥ (1), but has (almost) no effect on the negative part.
Note that the solution for x = (10,10), of course, also oscillates in time —
with the positive peaks always being smaller than the negative peaks.

4.2 Reduced basis approximation
4.2.1 Formulation

We suppose that we are given the nested collateral reduced basis space
Wi = span{&,, 1 < n < M} = span{q,...,qu}, 1 < M < My, and
nested set of interpolation points T%, = {z1,...,zam}, 1 < M < Mpax; we
will propose a procedure to construct W]% and T J‘\]J in Section 4.4. Then,

for iven w “(u) € X and M, we approximate g(w* (u); z; ) by giy (: ) =
Zm L% (11)gm (x), where

M:

BY o i) = g(w(wi, t*; p)ywsp), 1 <i < M; (57)

<.
Il
-
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note that ok (1) = @ (tF; ) now also depends on the (discrete) time
t*. We also introduce the nested Lagrangian reduced basis spaces W¥ =
span{C,, 1 <n < N}, 1 < N < Npyax, where the ¢,, 1 < n < N, are
mutually (-, ) x-orthogonal basis functions. We construct W, according to
the POD/Greedy procedure outlined in Section 3.4 with M = M ax.

Our reduced basis approximation yf“v 4 (1) to yF(u) is then obtained by

a standard Galerkin projection: given u € D, yf“\ﬁ (1) € WY satisfies

k
(g (1), 0) + At aP (g 1 (1), v) + At /Q g (1) o
= m(yf@b(u),v) + At f(v) u(th), YoeWy VEkekK, (58)

with initial condition yn ar(,t°) = 0. We evaluate the output approxima-
tion from

sk () = ykp(w), VEkeK. (59)

We note that the need to incorporate the empirical interpolation method
into the reduced basis approximation only exists for high-order polynomial
or non-polynomial nonlinearities [14]. If g is a low-order (or at most quadrat-
ically) polynomial nonlinearity in y* (i), we can expand the nonlinear terms
into their power series and develop an efficient, i.e., online AV/-independent,
offline-online computational decomposition using the standard Galerkin pro-
cedure [40, 41].

4.2.2 Computational procedure

In this section we develop the offline-online computational decomposition to
recover online N -independence even in the nonlinear case. We first express

yfv,M(M) as

WE

yar (1) = Y (1) G, (60)

Il
—

n

and choose as test functions v = (5, 1 < j < N, in (58).

k
It then follows from the affine representation of gi}v’M that géfv ) =

[y?V,Ml(M) ?/?V,MQ(H) ?/?v,MN(N)]T e RN, 1 <k < K, satisfies

(My + At Ay) (1) + At CNM (1) = My o571 (1) + At By u(t*),
(61)
with initial condition yn . (t% ) = 0, 1 < n < N. Here, the coefficients

ki () = (D51 (1) Dhra(i) - @y ()T € RY are determined from (57)

k
YNMm
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with w* = yf“VM; My € RVXN Ay € RVXN and CNM ¢ RVXM " gre
pammeter—indépendent matrices with entries My, ; = m((;, (), 1 < 4,5 <
N, Ayij=a(G,¢), 1<ij < N,and CM = [ Ggj, 1<i< N, 1<
j < M, respectively; and Fiy € RY is a parameter independent vector with
entries Fiv; = f({), 1 <i < N.

We can now substitute ¢k, (u) from (57) into (61) to obtain the non-
linear algebraic system

(My + At An) yh, () + At DNM g(ZNM gk ()i o)
= My y’fvj/[(u) + At By u(t®), VkecK, (62)
where DVM = CN.M(pM)=1 ¢ RNXM " ZN.M ¢ RMXN s a parameter-
independent matrix with entries Zij’vj’M = (j(xi), 1 <i< M, 1<j<N,

and 2, = [z; ...z]T € RM is the set of interpolation points. We now solve
for gﬁv (1) at each timestep using a Newton iterative scheme: given the

solution for the previous timestep, gé“\;’]b(,u), and a current iterate gﬁ“v M(,u),
we find an increment dy N M such that

(My + At Ay + ALtEY) by, s
= My gﬁ&b(u) + At By(p) u(t®) — (My + At Ay) QfV,M(M)
— At DMMg(ZNM g ()i ), (63)

where EY € R¥*N must be calculated at every Newton iteration from

M N
n N,M - ..
Ef;=3% Do <Zy§“v,Mn(M)Cn(fvm);xm;M) Gi(@m), 1<1i,j<N,
m=1 n=1

(64)
where g1 is the partial derivative of g with respect to the first argument.
Finally, we evaluate the output estimate from

shar(i) = Liy gy (), Yk €K, (65)

where Ly € RY is the output vector with entries Ly; = £(¢;), 1 <4 < N.
The offline-online decomposition is now clear. In the offline stage —
performed only once — we first construct the nested approximation spaces
Wf/[ and sets of interpolation points TY,, 1 < M < My ax; we then solve for
the ¢, 1 <n < Npax and compute and store the p-independent quantities
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My, An, BM, DNM By oand Z¥M.| In the online stage — performed
many times, for each new parameter value p1 — we solve (63) for y’]‘“V ()

and evaluate the output estimate S]JCV, (1) from (65). The operation count
is dominated by the Newton update at each timestep: we first assemble
EN from (64) at cost O(MN?) — note that we perform the sum in the
parenthesis of (64) first before performing the outer sum — and then invert
the left hand side of (63) at cost O(N3). The operation count in the online
stage is thus O(M N2 + N3) per Newton iteration per timestep. We thus
recover N-independence in the online stage.

4.3 A posteriori error estimation
4.3.1 Preliminaries

We now turn to the development of our a posteriori error estimator; by
construction, the error estimator is rather similar to the nonaffine parabolic
case in Section 3. To begin, we recall that the bilinear form a” is assumed
to be parameter independent here; we can thus use the coercivity constant
o, and have no need for the lower bound &, (p) required earlier. We next
introduce the dual norm of the residual

k(,,.
ek () = sup U ek (66)
’ veX HUHX
where
1 _
R¥(v; ) = f(v) u(t*) - EM(yfV,M(M) — (1) v)

k
- aL(y?V,M(:u’%U) - /QQ%V’M(J%M) v, Vove X7 VEke K? (67)

is the residual associated to the nonlinear parabolic problem. We also require

the dual norm

v
¥, = sup M (68)

veX HU”X

and the error bound &%, (u) for the nonlinear function approximation given
by

k
YN, M

() = lg(har(@arsns )i zarsns 1) — gap ™ (Targns )] (69)

We note that, contrary to the nonaffine case, the error bound %, (u) is now
also a function of (discrete) time. Finally, we define the “spatio-temporal”
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energy norm, 1 <k < K,

4.3.2 Error bound formulation

We obtain the following result for the error in the energy norm.
Proposition 4. Suppose that g(yﬁ“\,?M(u);x;u) € Wi, 1<k<K. The
error, e*(p) = y*(p) — y]k{,7M(u), is then bounded by
k
" (] < A% (1), YueD, VkeK, (71)

where the error bound AZ}IVITM(M) is defined as

k k 2
2At 2 2At ! 2
AR () ( > en — 05 efmm) . (1)

Y T a k=1

Proof. We immediately derive from (50) and (67) that e*(u) = y*(u) —
vk a(w), 1 < k < K, satisfies

(e (), )+ Atal (et ), 0) + 8¢ [ (gl s - gl uillisi) o

Q

= m(e" (1), v)+ At R(v; i, t*)+ At /

i (gﬁ? M(as p) — g(ynar(p); @ u)) v

VYveX, (73)

where e(t%; 1) = 0 since y(t% p) = yn (% 1) = 0 by assumption. We now
choose v = €F () in (73), immediately note from the monotonicity of g that

/Q (g(y’“(u);x;u) - g(yfv,M(u);w;u)) e (n) > 0; (74)

invoke (66) and the Cauchy-Schwarz inequality for the cross term m(eF~1 (), e*(p))
to obtain, 1 <k < K,

m(e®(n), " () + At a®(e"(n), e (1)
< ma (eF (), 71 () md (e (1), € (1)) + At ef (1) e (1) x

rar [ (G i - st ) . ()
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We will now apply (40) twice: first, choosing ¢ = m%(ek(,u,),ek(u)), d =
m%(ekfl(u),ekfl(,u)), and p = 1, we obtain

2 m3 (P (), (1)) m (¥ (), ¥ (1))
< <k L), e () + m(ek (), ¢ (u));  (76)

and second, choosing ¢ = 6’}V7M(u), d=|le*(u)|x, and p = (aa/Q)% we have

2 el ar(n) e (w)llx < ai ehoar()” + 2 5 el (77)

a

We now note from our assumption g(y}“\, vp)szp) € Wi, 1 and Proposi-
tion 1 that

yN M

g (@5 1) — gk (); 5 1) = €5 (1) qrrs (2); (78)
it thus follows that

2 /Q (gﬁv’M (w3 1) — g(yzkv,M(u);x;u)> Em
Ja < (s ) —g(y’fv,M(u);x;u)> v

< 2 sup le* (1) x
vex lollx
Ak Jo qu1v k
< 2 &h(p) sup ¢ = o llef(w)llx
veX HU”X
< 285w O et (u )HX
2 2
< = w0+ 5 %, (79)
a

where we applied (40) with ¢ = &k, (u) 9%, d = |le*(1)| x, and p = (aa/Q)%
in the last step. Finally, from (75), (76), (77), (79), invoking (53) and
summing from 1 to k we obtain the bound

k
m(e® (), € (1) + At Y a(e" (), " (1))
k=1
k 2
Z (K + 93" (") (s0)
which is the result stated in Proposition 4. ]
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We can now define the (simple) output bound

Proposition 5. Suppose that g(yf“v,M(u);:c;u) € Wi, 1<k<K. The
error in the output is then bounded by

(55 (n) — sk ()] < ARy (0), VEEK, V€D, (81)

where the output bound is defined as

(v
ANr (1) = sup ) A (), YEEK, VpeD. (82)
veX HUHY

Proof. The result directly follows from (49), (59), and the fact that the error
satisfies [|e¥(11))[ly < A%, (), 1 < k < K, for all u € D. O

We note from (72) that our error bound comprises two terms: the con-
tribution from the linear (affine) terms and from the nonlinear (nonaffine)
function approximation. Similar to the linear nonaffine case, we may thus
choose N and M such that both contributions balance, i.e., neither N nor
M should be chosen unnecessarily high. However, our choice should also
take the rigor of the error bound into account.

The rigor is related to the condition that g(yf“\,’M ()5 pm) € Wipq, 1<
k < K, which is very unlikely to hold in the nonlinear case: first, because
W3, is constructed based on g(y*(u);z;p) and not g(yﬁ,’M(u);x;u), and
second, particularly because of the time-dependence of g(y}fV vp)szip). A
judicious choice of N and M can control the trade-off between safety and
efficiency — we opt for safety by choosing N and M such that the rigorous
part 5’]“\,7 (1) dominates over the non-rigorous part, 19‘]7\45?\/[(#); we opt for
efficiency by choosing N and M such that both terms balance.

4.3.3 Computational procedure

The offline-online decomposition for the calculation of AZJ’VITM (1) (and Aka (1)
follows directly from the corresponding procedure for nonaffine problems
discussed in Sections 3.3.3. We will therefore omit the details and only sum-
marize the computational costs involved in the online stage. In the online
stage — given a new parameter value p and associated reduced basis solu-
tion g’;\[’M(,u), 1 <k < K — the computational cost to evaluate A?V]’CM(M)

(and hence AfV’fM(,u)) is O(K(N 4 M)?) and thus independent of N.
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4.4 Sampling Procedure

We first consider the construction of W]% and Tf/[. We present an extension
of the construction procedure described in Section 2 for nonaffine (station-
ary) functions to nonaffine time-varying functions. Although we directly
consider the case where the function is time-varying through an implicit
dependence on time wvia the field variable *(u), our method can also be
applied to functions with an explicit dependence on time.

We recall that our previous approach of constructing the collateral re-
duced basis space W7, in the nonlinear case is computationally very expen-
sive [14]. The reason is twofold: first, we need to calculate and store the
“truth” solution y*(yu) at all times t* € T on the training sample Z7 . in

train

parameter space. And second, construction of W¥, requires the solution of
; 2 ; ; k. =9 = =9

a linear program” for all parameter-time pairs, (t*;p) € = . =1 x =/,

since the function g is time-varying, as is inherently the case in the nonlinear
context.

Our new approach combines the procedure described in Section 2.1
for nonaffine stationary functions with the POD/Greedy algorithm of Sec-
tion 3.4. Although we cannot avoid the first problem related to our previous
construction, i.e., calculation and storage of y* (1) on &Y s we do to a great
extent alleviate the second problem. Furthermore, we believe that our new
approach is more coherent — as compared to the construction of W§, —
and more robust. To this end, we recall the definition of the interpolation

error (8) generalized to time-varying functions

k

ehr(w) = lg®(); 25 1) — gy (3 1) | Lo (- (83)

where gﬁ; (z;p) = Z%Zl ok (W) gm(z), and ok (1) is calculated from (57)
for w* = y*¥(u). We also recall the function PODy ({¢*(u),1 < k < K}, R)
which returns the R largest POD modes, {x;,1 < ¢ < R}, now with respect
to the Y inner product. Again, we are only interested in the largest POD
mode which we obtain using the method of snapshots [39].

The POD/Greedy-EIM procedure proceeds by induction: we first choose
a p* € D and set S§ = {0}, W = {0}, M =0. Then, for 1 < M < Mpyax,
we first compute the error eﬁLEIM(M) = g(yF(u*); 2 p*) — gﬁ; (x;p*), 1 <
k < K, and we expand the parameter sample S7, — 59, , U {y*} and

2The construction of Wi, in [14] is based on a greedy selection process: we choose
the next parameter value u* — and hence generating function & = g(y®(u*);z; u) — as
the one that maximizes the best approximation error in the L°°(£2)-norm over the train
sample.
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the collateral reduced basis space W§; < Wy;_; UPODy ({ef; g (1*), 1 <
k< K}, 1), and set M «— M + 1. We then generate the next interpolation
point xjs, basis function ¢ps, and update B% = qj(z;), 1 < i,j <M
according to the procedure described in Section 2.1. Finally, we choose the
next parameter value from p* «— argmax,ez, ... S, €5 (1), where %, (1)
is defined in (83).

Given W{,, TY,, and BM | we can then construct WY, following the
POD/Greedy procedure outlined in Section 3.4. We shall again use the

k

“best” possible approximation gié,v’M (x;p) of g(yf}v’M;x;,u) so as to mini-
mize the error induced by the empirical interpolation procedure, i.e., we set
M = Mpax.

Finally, we note that we cannot appeal to the LTI property anymore
to generate WJ, (and W3,), ie., a reduced basis space trained on an im-
pulse response will, in general, not yield good approximation properties for
arbitrary control inputs u(t*). However, model reduction techniques for non-
linear control systems face the same problem — u(#*) is usually not known
in advance in the control context — and methods to train the reduced-order
model on a “generalized” impulse input have been proposed for nonlinear
systems [21]. We can directly employ these approaches to also generate the
reduced basis approximation. Furthermore, our a posteriori error bound
serves as a measure of fidelity especially in the online stage and we can thus
detect an unacceptable deviation from the truth approximation in real-time.

4.5 Numerical Results

We now present numerical results for the model problem introduced in Sec-
tion 4.1.2. We choose for Ziain C D a deterministic grid of 12 x 12 parameter
points over D and we take pf = (10, 10). Next, we pursue the POD/Greedy-
EIM procedure described in Section 4.4 to construct 5’]“{/[, W]‘\J/[, Tf/[, and BM,
1 < M < Mpax, for M. = 191. We plot the parameter sample Sﬁ/l in
Figure 4(a). We observe that the parameter sample is spread throughout
D but strongly biased towards larger values of us corresponding to a more
dominant nonlinearity.

We next turn to the reduced basis approximation and construct the
reduced basis space W3 according to the POD/Greedy sampling procedure
in Section 3.4; we sample on Zipin with M = M.« and obtain Ny.x = 55
for €yolmin = 1E-6. We plot the parameter sample S%; in Figure 4(b). We
observe again that the parameter sample is biased towards larger values of
po and that most samples are located on the “boundaries” of the parameter
domain D.
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Solution for p = (0.01,0.01), t= 25 At Solution for p = (10,10), t= 25 A t
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Figure 3: Solution y*(u) at t* = 25At for (a) u = (—1,—1) and (b) u =
(—0.01,—0.01).
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Figure 4: Parameter samples (a) S%, and (b) S%;. The diameter of the circles
scale with the frequency of the corresponding parameter in the sample.
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Figure 5: Convergence of the reduced basis approximation for the nonlinear

model problem: (a) 6%7 M.maxrel 204 (D) Alj’v, Momaxrel -

In Figure 5(a) and (b) we plot, as a function of N and M, the maximum
relative error in the energy norm 6?\77 M max.rel and maximum relative error
bound A?\C M max.rel OVEr & test sample Eier of size 225, respectively (see
Section 3.5 for the definition of these quantities). We observe very rapid
convergence of the reduced basis approximation. Furthermore, the errors
behave similar as in the nonaffine example: the error levels off at smaller
and smaller values as we increase M; increasing M effectively brings the
error curves down. We also observe that increasing M above 80 has no
(visible) effect on the convergence of the error, whereas the error bound still
shows a considerable decrease up to M = 160. In order to obtain sharp
error bounds we thus have to choose M conservatively.

In Table 4 we present, as a function of N and M, 6%7 M marel? AZJ/\L M marel?
and 7%, ,,; and for the output €%, ;o A% L 77 (see Section 3.5
for the definition of these quantitiés)’. Note that the choice of (N, M) is based
on the convergence of the error bound in Figure 5(b). We observe very rapid
convergence of the reduced basis (output) approximation and (output) error
bound. The effectivities, 7% ,,, are greater but close to 1 throughout, we
thus obtain sharp upper bounds for the true error. Due to our conserva-
tive choice of M the error contribution due to the function approximation
is much smaller than the reduced-basis contribution; we therefore do not
obtain effectivities smaller than 1 here. The output effectivities are con-
siderably larger but still acceptable thanks to the fast convergence of the
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reduced-basis approximation — for only N = 20 and M = 100 the relative
output error bound is less than 1%.

In Table 5 we present, as a function of N and M, the online computa-
tional times to calculate sﬂ“\ﬂM(,u) and AfVIfM(,u) for 1 <k < K. The values
are normalized with respect to the computational time for the direct cal-
culation of the truth approximation output s*(u) = £(y*(u)), 1 < k < K.
The computational savings are considerable despite the output effectivities
of O(100): for an accuracy of less than 1% in the output bound (N = 20,
M = 100) the reduction in online time is approximately a factor of 3600.

Table 4: Convergence rate and effectivities as a function of N and M for
the nonlinear problem.

Yy Y =Y s B =S
N M €N, M,max,rel ANM,max,rel "IN M €N, M maxrel AN,M,ma.x,rel "IN M

1 40 3.83E-01 1.15e+00 2.44 9.99e-01 249+01 141
5 60 1.32E-02 4.59E-02 243 5.35E-03 1.00E+00 130
10 80 9.90E-04 3.41E-03  2.10 2.57E-04 7.42E-02 146
20 100 9.40E-05 4.168-04 277 143E-05 9.06E-03 436
30 120 1.30E-05 7.34E-05 248 5.34E-06 1.60E-03 307
40 140 3.36E-06 8.75E-06 1.64 2.85E-06 1.90E-04 205

Table 5: Online computational times (normalized with respect to the time
to solve for s*(u), 1 <k < K) for the nonlinear problem.

N M syu(ptF), Vk e K A%, (1, tF), Ve e K s(p,tF), VE € K

1 40 5.42E-05 9.29E-05 1
5 60 9.67E-05 8.58E-05 1
10 80 1.19e-04 9.37E-05 1
20 100 1.71E-04 1.05E-04 1
30 120 2.42E-04 1.18e-04 1
40 140 3.15E-04 1.35E-04 1

5 Conclusions

We have presented a posteriori error bounds for reduced basis approxima-
tions of nonaffine and certain classes of nonlinear parabolic partial differ-
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ential equations. We employed the Empirical Interpolation Method to con-
struct affine coefficient-function approximations of the nonaffine and nonlin-
ear parametrized functions, thus permitting an efficient offline-online com-
putational procedure for the calculation of the reduced basis approxima-
tion and the associated error bounds. The error bounds take both error
contributions — the error introduced by the reduced basis approximation
and the error induced by the coefficient function interpolation — explicitly
into account and are rigorous upper bounds under certain conditions on
the function approximation. The POD/Greedy sampling procedure is com-
monly used to generate the reduced basis space for time-dependent prob-
lems. Here, we extended these ideas to the Empirical Interpolation Method
and introduced a new sampling approach to construct the collateral reduced
basis space for time-varying functions. The new sampling approach is more
efficient than our previous approach and thus also allows to consider higher
parameter dimensions.

We presented numerical results that showed the very fast convergence
of the reduced basis approximations and associated error bounds. We note
that there exists an optimal, i.e., most online-efficient, choice of N vs. M
where neither error contribution limits the convergence of the reduced ba-
sis approximation. Although our results showed that we can obtain upper
bounds for the error with a judicious choice of N and M, our error bounds
are, unfortunately, provably rigorous only under a very restrictive condition
on the function interpolation. In the nonaffine case we can easily lift this
restriction by replacing our current bound for the interpolation error with
the new rigorous bound proposed in a recent note[11]; in the nonlinear case,
however, the new bound is not applicable and the restriction remains. This
is the topic of current research.

Our results also showed that the computational savings to calculate the
output estimate and bound in the online stage compared to direct calcula-
tion of the truth output are considerable — especially in the nonlinear case
where we obtained a speed-up of O(10%). We note that the offline com-
putations in the nonlinear case are also more extensive, primarily due to
the precomputation and storage of the truth solutions required to generate
W]‘\J/[. However, if a high premium on real-time performance or a many-query
context can justify or outweigh the offline cost, the reduced basis approach
presented here can be very gainfully employed.

35



A Computational procedure: a posteriori error bounds

We summarize the development of offline-online computational procedures
for the calculation of AZ]’VITM(,U,). We first note from standard duality argu-
ments that

RE(v;
() = sup LA
vex lvllx
= [1e*(w)llx, (84)
where é¥(1) € X is given by
(& (n),v)x = R(vs pt"),  VweX; (85)

(85) is effectively a Poisson problem for each t* € I. From (32), (10), and
(6) it thus follows that é*(u) satisfies

M
(), v)x = > orrm(p) f(vi gm) u(t)
m—1
Y1
B Z {At (yécV’Mn('u) o y]k\fjj\l/[n(u)) m(CTH ’U) + yégV,Mn(:u) aO(Cn, U)
n=1

M
+ Z @Mm(u) y]’i/,Mn(M) al(CmU?%n)} ’ VoueX. (86)
m=1

It is clear from linear superposition that we can express ék(u) as

M
) =" orrm(p) y(t*) F
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where we calculate F,,, € X, AV € X, A}mn

€ X, and M, € X from

(fm,U)X f(v;Qm)7 V’UEX, 1§m§MmaX7
(Ag)zvv)X aO(C’mv)a Vve X7 1<n< Nmaxa
(Afln,nvv)X al(@m”a‘]m)y Voe X, 1<n < Npax, 1 <m < Mpax,
(M, v)x m(Gnsv), Vo e X, 1<n< Npax
(88)
note B, A%, and M are parameter independent. From (84) and (88) it

follows that

e (1 Z ot m (1) @ (1) w(t®) u(t®) AL
m,m/=1
M N
D ) WEEREY ((CF SEREICEm e
m=1n=1

+ (vhar ) = i () A%)

i Zl{yfkw"(“) harw () (A5 + Zwm JAsers)
(i) (V8w () = i ()) (007 + Zwm )
(s (8) = u5 () (Vs () = Wi () A
+ Z P (1) YN 31 (1) Y 01 (1 )A;gﬁ;ﬂm} (89)

37



where the parameter-independent quantities A are defined as

AT = (F Fow)x 1< m,m’ < Minas:
ARl = —2(Fe A)x, 1< m < Mypax, 1 <1< N
A = =2 (Fa, ALy Dx, 1< mum < Miax, 1 <0 < Niag
AR = _Ait (Fns Mp)x, 1 <m < Mpax, 1 <n < Npyax;
Ao = (AR, A X, 1 <n,n' < Niax;
Aot = 2(A0 AL )x, 1 <m < Muax, 1<n,n" < Ninax;
Aty = (A AL )x, 1 <mum! < Miax, 1< 0,10 < Niay;
Asom % (A Mo)xs 1< nn' < N
N = A (Ahns Mu)x, 1<m < Mpax, 1< 0,0 < Nia;
AT = L(./\/ln,./\/ln/)x, 1 <n,n < Npax-

At?
(90)

The evaluation of ®32% (1) is very similar; to this end, we first calculate
Fu1 € X and Ay, € X from
(Fuv,0)x = f(viqm41), VoeX,

91
(‘A}\/[—l—l,n’v)x = al(Cn7v;qM+l)a Vve X, 1<n< Npax; ( )

It then follows from (33) and standard duality arguments that
2 2
DRG0 = () ML
N N
+ Z kaV,Mn(:u’) {y(tk) AZIJ\J}H M1t Z y]k{/,Mn’ (1) AZ%MH M+1}
n=1

n/=1

where the parameter-independent quantities A are defined as

Aﬂ+1 vrr = (Fues Fu)x;
A?LIJQ%& M+1 — -2 (fM+17A]1\4+17n)X7 1 <n< Nmax; (92)
aia _ 1 1 /
Anln’ll\/[—&-l M+1 (AM+1,n7‘AM+1,n’)X’ 1< n,n < Nax-

The offline-online decomposition is now clear. In the offline stage we first
compute the quantities F, A%!, and M from (88) and (91) and then evalu-
ate the A from (90) and (92); this requires (to leading order) O(MpaxNmax)
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expensive “truth” finite element solutions, and O(M2,, N2,.) N-inner prod-
ucts. In the online stage — given a new parameter value p and associated
reduced basis solution Q?V M(,u,), V k € K — the computational cost to eval-

nate AY") (1) and A3F) (n), ¥k € K, is O(KM2N?). Thus, all online
calculations needed are independent of N.
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