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Viscous Sublayering for Shallow Water Flows
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Abstract

Analyzing the non-dimensional, incompressible Navier-Stokes equations assum-
ing mostly laminar Shallow Water flow we deduct a set of equations modeling
the evolution of mass and discharge including the effects of advection, pressure
and viscosity. A numerical scheme for this system of equations is defined, where
advection and pressure are dealt with by a Finite Volume approach based on the
Roe solver and the viscous effects give rise to discrete velocity profiles influencing
the propagation of discharge. Compared to similar works of Gerbeau/Perthame,
2001, [15] and Audusse, 2005, [2] on viscous shallow water flows we seek low
numerical cost without prescribing the general shape of the velocity profiles.

Keywords: multilayer flows, shallow water, approximate Riemann solvers,
finite volume method, viscosity, friction

1. Introduction

In this paper we are interested in studying Shallow Water models which
allow for friction and viscous effects as well as in developing a corresponding
extension for a Shallow Water Finite Volume scheme based on the Roe solver.
Starting from the Navier-Stokes equations for incompressible flows, we follow
the lines of Gerbeau and Perthame [15] and Audusse [2] in developing models for
non-dimensional, depth-averaged models for shallow flows including a viscous
term in the discharge equation and respecting a friction condition at the bottom.
Along with slowing down the flow, this bottom friction gives rise to non-trivial
vertical profiles for the horizontal velocities. Comparing to a simple friction
condition proportional to the mean velocity of the flow, the two models of [15]
and [2] allow for a better modeling of the effects of friction and viscosity. The
resulting solvers compute numerical solutions closer to the solutions gained by a
solver for the full Navier-Stokes equations while keeping most of the numerical
efficiency of the Shallow Water solvers, as is studied in the papers mentioned.

Inspired by recent research [8] done on density-layered Shallow Water flows,
[10, 12, 11, 9, 7, 1], we try to develop extended models and corresponding
numerical schemes for density-layered flows that include the main effects of
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inter-layer friction and viscosity (cf. e.g. [13] for multi-layer methods including
inter-layer friction). So, the model and solver described in the following should
be understood as one building block for a Roe-type Finite Volume solver for the
density-layered Shallow Water equation, cf. [14]. Nevertheless, in the present
paper we will only consider situations with one constant density in all of the
domain occupied by the flow.

Compared to [15], we tried to avoid assuming a quadratic profile for the
horizontal velocities, because in the density-layered case, as well as in any other
case with a nontrivial stress at the surface, we will have to deal with different
kinds of friction conditions at the bottom, the surface and eventually the in-
terface(s). Compared with [2] and the further refinements and enhancements
of this approach, cf. [3, 4] and the reference therein, we sought to reduce the
computational effort, as we want to apply the presented techniques for the single
layer flow with constant density to each layer of a density layered flow with fric-
tion and viscosity. Also we were staying close to the Roe-type solver approach
of, e.g., [9] and fitted our approach to this specific type of solver.

The system of equations which we wish to solve is of the form

∂tU + ∂xF (U) = S(U, ∂xb) + V, (1.1)

where U denotes a vector of water height and depth-averaged horizontal dis-
charge, S denotes a bottom topography source term and V denotes a viscous
term. Our approach to aprroximate a solution to this system is to introduce a
vertical discretization of horizontal velocities and to apply a splitting to the time
step. Thus, we consider cell-wise averaged data Un

i and velocity vectors vni (de-
fined in Section 4). Neglecting the viscous term V at first, we derive auxilliary
values Un∗

i and vn∗i using an extension of a standard Finite Volume scheme
for Shallow Water equations with bottom topography source term. Then, in
the second step of the splitting, a correction of the velocity vectors and the
depth-averaged discharges is calculated. This correction is based on an implicit
discretization of the viscous term.

Formally, the solver takes the form:

(Un∗
i , vn∗i )

T
= SWi (U

n, vni ) ,
(

Un+1
i , vn+1

i

)T
= Vn

i (Un∗, vn∗i ) ,

}

(1.2)

with

SWi :

{

Un
i 7→ Un∗

i by (3.13),

(Un
i , v

n
i ) 7→ vn∗i by (4.28),

}

for i ∈ Z (1.3)

and

Vi :

{

(Un∗
i , vn∗i ) 7→ vn+1

i by (4.39),
(

Un∗
i , vn+1

i

)

7→ Un+1
i by (4.5)-(4.6),

}

for i ∈ Z. (1.4)

Splitting and layering techniques both are widely used in the shallow water
and ocean modelling community, cf. e.g. [20]. Thus we base our approach on
tested simulation methods.
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In Section 6, among others, we show a comparison of numerical results for a
test case also used in [15] and [2]. It shows the effect of bottom friction and the
arising velocity profiles due to viscosity. Our scheme compares well against the
other two solvers, the improved flexibility and the reduction of numerical effort
do not seem to come at the cost of the quality of the solution.

basin

downstream

atmospheric pressure

?

pressure gradient

advection

?
profile
velocity

Figure 1.1: generic transcritical flow with shock, local influence of advection and pressure
gradient

Another interesting question beside the profiles due to surface and bottom
friction was the local differences in acceleration due to the different driving force
and thus the local balance of advection, the pressure gradient and the viscosity.
A typical situation of interest would be a transcritical flow over a hump, with
fast flowing water accelerating at the downstream side of a hump, meeting a
slow flowing basin at the base of the hump, hence forming a shock. In a steady
or near steady situation, we will also find a jump in heights between these
regions of different velocities, yielding equal or almost equal discharges despite
the jump in velocities. Here the classical assumption of constant velocities as
well as the assumption of quadratic profiles seem to be unphysical as we expect
advection driving the flow downstream at the bottom of the flow, whereas at the
surface of the basin we expect the pressure gradient to drive the flow upstream
as pressure jumps from water pressure to atmospheric pressure, cf. Figure 1.1.
In between, probably balancing both influences, we expect deflected parts of
the supercritical flow and the viscosity to dissipate the downstream velocity
leading to the simple constant or quadratic velocity profiles somewhere behind
the shock. Closely behind the shock, we expect more sophisticated profiles
including recirculation of the flow. In our approach, we tried to account for the
different water heights and velocities, and hence for the different contact regions
and local velocities, where local means local in depth-direction.

2. Model equations

2.1. Navier-Stokes equations

The spatial domain on which we consider the Shallow Water flow is described
by x-coordinates giving the horizontal position and z-coordinates giving the

3



vertical one. The flow occupies a region described by a lower boundary given
by the bottom-topography z = b = b(x) and an upper boundary, the surface,
given by z = η = η(x, t). The state of the flow is described by the velocities
u = u(x, z, t) in x direction and w = w(x, z, t) in z direction and evolves in time
according to the incompressible Navier-Stokes equations ([15, 2]):

∂xu+ ∂zw = 0, (2.1)

∂tu+ ∂xu
2 + ∂z(wu) + ∂xp = ∂xσxx + ∂zσxz, (2.2)

∂tw + ∂x(wu) + ∂zw
2 + ∂zp = −g + ∂zσzz + ∂xσzx (2.3)

with
t > 0, x ∈ R, b(x, t) ≤ z ≤ η(t, x), (2.4)

where g is the gravitational constant and the viscosity tensor σ is given by:

σ =

(

σxx σxz

σzx σzz

)

, (2.5)

with

σxx = 2µ∂xu, σxz = µ(∂zu+ ∂xw), (2.6)

σzz = 2µ∂zw, σzx = µ(∂zu+ ∂xw), (2.7)

where µ is the viscosity constant.
The total stress tensor is then given by (cf. [4]):

σT = −p Id+ σ. (2.8)

We consider the system (2.1)-(2.3) together with a no-stress and a kinematic
condition at the surface in addition to a no-penetration and a Navier friction
condition at the bottom.

The no-stress condition reads as:

σT · nS = 0 for z = η(t, x), (2.9)

where nS is the outward normal vector at the surface and the kinematic condi-
tion reads as

w − u∂xb− ∂tη = 0 for z = b(x). (2.10)

The Navier condition at the bottom is given by (cf. [4]):

tTb · σTnb = κtb ·
(

u
w

)

for z = b(x), (2.11)

where κ is a friction coefficient and tb, nb are unit vectors parallel and normal
to the bottom:

tb :=
1

(1 + (∂xb)2)
1
2

(

1
∂xb

)

, (2.12)

nb :=
1

(1 + (∂xb)2)
1
2

(

−∂xb
1

)

, (2.13)
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thus the stress along the bottom is estimated by κ times the velocity parallel to
the bottom. The no-penetration condition at the bottom is given by:

w − u∂xb = 0 for z = b(x), (2.14)

therefore the velocity perpendicular to b vanishes at the bottom.

2.2. Non-dimensional Navier-Stokes equations

Introducing characteristic reference values we can derive non-dimensional
equations. The characteristic height zref and the characteristic length xref are
connected by the constant ratio ε = zref/xref. The Shallow Water assumption
now states that ε is small in some sense which allows us to drop certain terms
in the equations due to scaling arguments. So we also introduce characteristic
values for the horizontal and vertical velocities, uref and wref, and the time,
tref, connected by the equation uref = xref/tref, leading to the non-dimensional,
incompressible Navier-Stokes equations, which are given as (rescaled variables
are denoted by the same letter as the original ones, cf. [15]):

∂xu+ ∂zw = 0, (2.15)

∂tu+ ∂xu
2 + ∂z(wu) + ∂xp = 2ν∂xxu+

ν

ε2
∂zzu+ ν∂xzw, (2.16)

ε2
[

∂tw + ∂x(wu) + ∂zw
2
]

+ ∂zp = −G+ ε2ν∂xxw + 2ν∂zzw + ν∂xzu (2.17)

where

(i) ε =
zref
xref

, (ii) ν =
µ

urefxref

, (iii)
1

G
:= F 2 :=

(uref)
2

gzref
. (2.18)

The kinematic condition at the free surface η = η(x, t) transforms to:

w = ∂tη + u∂xη, for z = η(x, t) (2.19)

and the no-stress conditions σT · nS = 0 become

1

F 2
p∂xη + ν

[

1

ε2
∂zu− 2∂xu∂xη + ∂xw

]

= 0, for z = η(x, t), (2.20)

1

F 2
p+ ν

[

−2∂zw + ∂zu∂xη + ε2∂xw∂xη
]

= 0 for z = η(x, t). (2.21)

At the bottom we have the kinematic condition

w − u∂xb = 0, for z = b(x, t). (2.22)

The Navier friction condition reads, using the 0 = d
dx (w − u∂xb) for z = b(x):

ν

ε

(

∂zu− ε2∂xw
)

= γ

(

1− 2
ε

xref

∂xxb

)

u for z = b(x, t), (2.23)

where γ := κ/uref is the non-dimensional friction coefficient.
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2.3. Classical hydrostatic model

As also described in [15] and [2], we continue our simplification with the
assumption that the viscosity and friction coefficients depend on the Shallow
Water coefficient ε:

ν = εν0, γ = εγ0. (2.24)

With these assumptions and the Shallow Water assumption stated above we
can simplify the equation by neglecting terms with the factors ε, ε2, ε3:

∂xu+ ∂zw = 0, (2.25)

∂tu+ ∂xu
2 + ∂z(wu) + ∂xp =

ν0
ε
∂zzu, (2.26)

∂zp = −G. (2.27)

Also the boundary conditions can be simplified with this approach. The kine-
matic condition at the free surface η = η(x, t) simplifies to:

w = ∂tη + u∂xη, for z = η(x, t) (2.28)

and the no-stress conditions σT · nS = 0 become

ν0
ε
∂zu = 0 for z = η(x, t), (2.29)

p = 0 for z = η(x, t). (2.30)

At the bottom we have the no-penetration condition

w = u∂xb, for z = b(x, t). (2.31)

The Navier friction condition reads

γ0u =
ν0
ε
∂zu, for z = b(x, t). (2.32)

In all of the above we kept the terms with ν0/ε, as we are interested in the
influence of the viscosity on the horizontal velocity.

From the equations (2.27) and (2.30) we can deduct the hydrostatic pressure
equation:

p(x, z, t) = G(η(x, t)− z). (2.33)

This equation will later be used to simplify the equation 2.26 further.

2.4. Depth-integrated equations

By integrating in the z-direction and exploiting the incompressibility of the
flow we obtain the depth-integrated equations. First, the continuity equation
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(2.25) together with the kinematic condition (2.28) and the no-penetration con-
dition gives:

0 =

∫ η(x,t)

b(x)

∂xu dz +

∫ η(x,t)

b(x)

∂zw dz

= ∂x

∫ η(x,t)

b(x)

u dz + u(x, b(x), t)∂xb− u(x, η(x, t), t)∂xη

+ w(x, η(x, t), t)− w(x, b(x), t)

= ∂x

∫ η(x,t)

b(x)

u dz + ∂tη

= ∂xhū+ ∂th, (2.34)

where h(x, t) = η(x, t)− b(x) is the thickness of the flow and

ū =
1

h(x, t)

∫ η(x,t)

b(x)

u dz (2.35)

is the depth-averaged horizontal velocity. Integrating the discharge equation
(2.26) using the hydrostatic pressure (2.33) yields:

∫ η(x,t)

b(x)

ν0
ε
∂zzu dz =

∫ η(x,t)

b(x)

∂tu+ ∂xu
2 + ∂z(wu) + ∂xp dz

= ∂thū− u(x, η, t) (∂tη − w(x, η, t) + u(x, η, t)∂xη)

+ u(x, b, t) (∂tb+ u(x, b, t)∂xb− w(x, b, t))

+ ∂xhū
2 +

G

2
∂xh

2 +Gh∂xb

= ∂thū+ ∂x

[

hū2 +
G

2
h2

]

+Gh∂xb, (2.36)

where we used
∫ η(x,t)

b(x)

u2 dz = ū2 (2.37)

to first order, cf. [15]. Thus, we derived a system of equations together with the
no-stress and Navier friction conditions (2.29), (2.32):

∂th+ ∂xhū = 0, (2.38)

∂thū+ ∂x

[

hū2 +
G

2
h2

]

= −Gh∂xb+
ν0
ε
[∂zu(x.η(x, t), t)− ∂zu(x, b(x), t)] .

(2.39)

This can be written in the form:

∂tU + ∂xF (U) = S(U, ∂xb) + V, (2.40)
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where U = (h, hū)T , and

F (U) =

(

hū
hū2 + G

2 h
2

)

, (2.41)

S(U, ∂xb) =

(

0
−Gh∂xb

)

, (2.42)

V =
ν0
ε
[∂zu(x, η(x, t), t)− ∂zu(x, b(x), t)] . (2.43)

As a special case for vanishing viscosity and friction coefficients, from this system
we can derive the classical Saint-Venant system for Shallow Water flows:

∂th+ ∂xhū = 0, (2.44)

∂thū+ ∂x

[

hū2 +
G

2
h2

]

= −Gh∂xb. (2.45)

This model, a balance law, i.e., a conservation law with source term, is thor-
oughly analyzed in various publications and there exists a variety of solvers (see
e.g. [6, 18] and the references therein).

For numerically solving the depth-averaged viscous model (2.38)-(2.39) we
thus try to build upon a numerical scheme for solving the underlying Saint-
Venant system (2.44)-(2.45) and add an implicit treatment of the viscous term
V, partly following [2]. In the following section we will describe the numerical
scheme we are using to solve the Saint-Venant system and in Section 4 we will
describe our treatment of the viscous term. The main idea is to introduce
discrete velocity profiles that are updated according to the underlying balance
law (2.44)-(2.45) and reflect the effect of friction and viscosity on the horizontal
velocities.

3. Finite Volume scheme

We discretize (2.44)-(2.45) using a Finite Volume method based on Roe’s Rie-
mann solver, cf. [19] or [17, 6]. We use a uniform grid with cells [xi−1/2, xi+1/2]
and grid-size ∆x = xi+1/2 − xi−1/2. The midpoints of the cells are denoted by

xi := 1/2
(

xi−1/2 + xi+1/2

)

. Likewise, we discretize the time by tn+1 = tn+∆tn,
where the time step sizes ∆tn > 0 are chosen according to a CFL-condition, see
(5.6).

For exact solutions of (2.44)-(2.45) the cell average over the ith cell

Ui(t) :=
1

∆x

∫ x
i+1

2

x
i− 1

2

U(x, t) dx, (3.1)

satisfies

d

dt
Ui(t) = − 1

∆x

(

F (U(xi+ 1
2
, t))− F (U(xi− 1

2
, t))
)

+
1

∆x

∫ x
i+1

2

x
i− 1

2

S(U(x, t), ∂xb)dx. (3.2)
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We approximate these cell averages at time tn by the discrete values

(

hn
i

hn
i u

n
i

)

=: Un
i ≈ Ui(t

n). (3.3)

Note that while we do no longer use a bar over un
i , it should still be understood

as an approximation of the averaged horizontal velocity.
Following [5], we will derive a splitting of the right hand side of (3.2) and

define an update of the form

Un∗
i − Un

i

∆t
:= − 1

∆x

(

A−

i+ 1
2

−A+
i− 1

2

)

, (3.4)

and set Un+1
i := Un∗

i . The notation in this form is in preparation of the following
section. The numerical fluxes A−

i+1/2 and A+
i−1/2 are derived in the following

(see (3.12) below for their final form). They contain the discretizations of both
the numerical fluxes and the source term. Of course, they depend on the time
step tn as well as on the spatial position. For convenience of notation, we will
not denote the dependency on the current time step explicitely and drop the
superscript n in other terms as well when this dependency is not ambiguous.

We now review the splitting in [5]. We fix the cell interface xi+1/2 and denote
the Roe matrix with left and right states Ui and Ui+1 by

Ãi+ 1
2
:= A(Ũi+ 1

2
), (3.5)

where Ũi+1/2 = (h̃i+1/2, h̃i+1/2ũi+1/2)
T is given by

h̃i+ 1
2
=

hi + hi+1

2
, ũi+ 1

2
=

ui

√
hi + ui+1

√

hi+1√
hi +

√

hi+1

. (3.6)

Note that we have Roe’s conservation property, cf. [19]:

F (Ui+1)− F (Ui) = Ãi+ 1
2
(Ui+1 − Ui), (3.7)

The source term is discretized by

S̃i+ 1
2
:=

(

0

−Gh̃

)

bi+1 − bi
∆x

∆x ≈
∫ x

i+1
2

x
i− 1

2

S(U(x, t), ∂xb)dx. (3.8)

Now we decompose the differences Ui+1−Ui and F (Ui+1)−F (Ui)− S̃i+1/2 into
eigenvectors of the Roe matrix. For this, let

Ãi+ 1
2
= RΛR−1, (3.9)

where the diagonal matrix Λ contains the eigenvalues λ1, . . . , λm of Ãi+1/2 and
R = (r1, . . . , rm) is the matrix of right eigenvectors. Then there are scalars
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αp, βp such that

Ui+1 − Ui =
∑

p

αprp
i+ 1

2

=:
∑

p

Wp

i+ 1
2

, (3.10)

F (Ui+1)− F (Ui)−∆xS̃i+ 1
2
=
∑

p

βprp
i+ 1

2

=:
∑

p

Zp

i+ 1
2

. (3.11)

These decompositions exist and are unique, since we postulate hyperbolicity of
the Roe matrices, i.e., the Roe matrices have to have a full set of real eigenvalues,
cf. [19].

Then, the numerical fluxes are obtained as:

A−

i+ 1
2

= F (Ui) +
∑

p:λp<0

Zp

i+ 1
2

, A+
i+ 1

2

= F (Ui+1)−
∑

p:λp>0

Zp

i+ 1
2

(3.12)

Together with (3.4) this finishes the definition of the Finite Volume scheme.
Below, we will also use the equivalent update formula

Un∗
i = Un

i − ∆tn

∆x





∑

p:λp<0

Zp

i+ 1
2

+
∑

p:λp>0

Zp

i− 1
2



 . (3.13)

4. Velocity profiles

In this section we describe our numerical treatment of the viscous term V in
(2.40). The treatment will be based on discrete vertical profiles of the horizontal
velocity. Like in the derivation of a multilayer Shallow Water solver in [2], we
assume that the flow is mainly laminar. Hence, we subdivide the flow in the
vertical direction to gain information on the dominating velocity u depending
on the z position, when bottom friction and viscous forces are considered.

We subdivide the flow vertically in N layers, separated by the curves ηj :

ηj(x, t) := (1− j

N
)h(x, t) + b(x), j = 0, . . . , N, (4.1)

so that η0 gives the height of the surface over the reference level, ηN is equal to
the bottom elevation, and ηj−1 − ηj = h(x, t)/N, j = 1, . . . , N, (x, t) ∈ R×R

+.
We set zj(x, t) = ηj − h(x, t)/N, j = 1, . . . , N , i.e., zj is the middle line of the
jth layer.

We define the horizontal velocities vj(x, t) which can be interpreted as the
velocities at zj or even the mean velocities of the flow within the layers, i.e., vj
is the mean velocity of the flow between ηj−1 and ηj .

We can also define discrete versions of these functions written in terms of the
discrete heights and discharges used in the Finite Volume approach mentioned
in the previous section. For each cell i we have, at time t = tn:

ηni,j := (1− j

N
)hn

i + bi, j = 0, . . . , N, (4.2)
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describing a subdivision of the discretized flow in this cell into N layers. The
values zni,j := ηni,j − hn

i /N, j = 1, . . . , N give the midpoints of the layers in
vertical direction.

The velocity vector vni :=
(

vni,j
)

j=1..N
:= (vj(xi, t

n))j=1..N is meant to de-

scribe the discrete vertical velocity profile of the ith cell. Introducing the nota-
tion qni := hn

i u
n
i for the horizontal discharge, we postulate the following consis-

tency condition between the velocity vectors and the data (hn
i , h

n
i u

n
i )

T :

N
∑

j=1

hn
i

N
vni,j = hn

i u
n
i = qni for i ∈ Z. (4.3)

Now, we want to use these discrete velocity profiles to approximate solutions
of (2.38)-(2.39). For this, we employ a Finite Volume method based on Roe’s
solver like in (3.13) together with a discretization of the viscous term V based
on the discrete velocity profiles.

The strategy will be the following: starting with the cell-wise averaged data
Un
i defined by (3.3) and consistent velocity vectors vni we subdivide the time

step tn → tn+1 in the following steps:

Step 1 Calculate the auxiliary values Un∗
i := (hn∗

i , qn∗i )T as solution to the
discretized balance law (3.13).

Step 2 Distribute the update of Step 1 among the entries of the velocity vectors
vni to derive auxiliary velocity vectors vn∗i in consistency with Un∗

i :

N
∑

j=1

hn∗
i

N
vn∗i,j = qn∗i for i ∈ Z. (4.4)

Step 3 Use the vn∗i in an implicit discretization of the viscous terms to derive
the discrete profile vn+1

i .

Step 4 Define Un+1
i := (hn+1

i , qn+1
i )T by:

hn+1
i := hn∗

i for i ∈ Z, (4.5)

qn+1
i :=

N
∑

j=1

hn+1
i

N
vn+1
i,j for i ∈ Z, (4.6)

such that the consistency of vn+1
i and Un+1

i according to 4.3 is enforced
by definition.

In Step 2 the numerical fluxes in the total discharge component are weighted in
a way that the velocity vectors vn∗i will automatically be consistent with qn∗i , as
described below in 4.1. To gain the vn+1

i , only discrete viscous terms and the
auxiliary profile vn∗i are considered in Step 3, cf. Section 4.2.

Thus, we have a mutual influence: first, the depth averaged data gives an
update for the velocity profiles. Then, after considering the effects of viscosity
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on the velocity profiles, the updated profiles are used in the definition of the
depth averaged data at the new time step.

Finally, defining the sequences U · := {U ·
i}i∈Z and v· := {v·i}i∈Z, for given

data Un, vn we will derive a solver of the form

(Un∗
i , vn∗i )

T
= SWi (U

n, vn) ,
(

Un+1
i , vn+1

i

)T
= Vn

i (Un∗, vn∗) ,

}

(4.7)

where the operators SWi are based on explicit Finite Volume update formulas
as given in (3.13) and weighted Finite Volume update formulas as defined in
Section 4.1. The operators Vn

i are defined using discretizations of the viscous
term V in cell i at time tn and the definition (4.5)-(4.6), as detailed in Section
5.

4.1. Update formula for the discrete velocity profiles

In addition to the Finite Volume method of Step 1 we need to define a way
to update the discrete velocity vector in accordance with the balance law (2.40).
In Step 1 we solve a discretized balance law like in (3.13):

Un∗
i − Un

i

∆tn
= − 1

∆x

(

A−

i+ 1
2

−A+
i− 1

2

)

, (4.8)

where the result denoted by Un∗
i is an auxiliary value. In Step 2, the result of

the advection step for the total heights and discharges needs to be distributed to
the N layers to gain an update formula for the discrete velocity profile. Starting
with the assumption

N
∑

j=1

hn
i

N
vni,j = hn

i u
n
i = qni , (4.9)

we want to find a formula defining the values vn∗i,j such that

N
∑

j=1

hn∗
i

N
vn∗i,j = qn∗i (4.10)

holds, where qn∗i is the result for the discharge update of the above solver (4.8)
for the balance law.

As described above we want to distribute the update contribution from the
numerical fluxes at the cell boundaries among the layers, i.e., among the discrete
velocity profiles. We will examine these numerical fluxes for the depth-averaged
quantities Un

i now. The left and right numerical fluxes A−
i+1/2, A

+
i+1/2 for this

update are defined by the Roe solver again, thus we compute Roe intermediates
Ũi+1/2 to linearize the flux function F , yielding

Ãi+ 1
2
(Ui − Ui+1) = Ãi+ 1

2
(
∑

p

Wp

i+ 1
2

) = F (Ui)− F (Ui+1) =
∑

p

Zp

i+ 1
2

(4.11)
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as described in Section 3. Note that we neglected the source term discretization
to simplify notation, later in this section we will consider the bottom topography
again.

The terms in the flux function and the corresponding terms in the lineariza-
tion are associated to transport and acceleration due to a pressure gradient, i.e.,
to forces acting on the surface respectively the body of any given volume. In
the discharge equation we have for the cell on the right of the interface, after
linearization and discretization of the x and t coordinates,

hn∗
i un∗

i − hn
i u

n
i

∆tn
= − 1

∆x





∑

p:λp<0

Zp

i+ 1
2

+
∑

p:λp>0

Zp

i− 1
2





hu

, (4.12)

where the subscript hu denotes the second, the discharge component of the
vectors Zp

i±1/2. Now, examining the Zp
i+1/2 and Zp

i−1/2 yields:

− 1

∆x







∑

p:λp
<
>0

Zp

i± 1
2







hu

= − 1

∆x

((

−ũ2
i± 1

2

+Gh̃i± 1
2

)

W∓
h + 2ũi± 1

2
W∓

hu

)

= − 1

∆x

(

ũi± 1
2

(

−ũi±+ 1
2
W∓

h + 2W∓
hu

)

+Gh̃i± 1
2
W∓

h

)

(4.13)

where W∓
h , W∓

hu are the parts of an eigenvector decomposition of the jumps in
h and hu respectively which are associated with only positive or only negative
eigenvalues:

(

W+
h ,W+

hu

)T
= W+ =

∑

p:λp>0

Wp

i− 1
2

(4.14)

(

W−
h ,W−

hu

)T
= W− =

∑

p:λp<0

Wp

i+ 1
2

. (4.15)

The term Gh̃i±1/2W∓
h gives the influence of the pressure on the time evolution,

hence we will split this term N times and distribute evenly throughout the
layers.

The remaining term is a transport term and should be influenced by the
local speeds vi,j , vi+1,j to the left and right of the interface. We will assign
vectors of weights ω−

i,j , ω
+
i,j to each cell, which depend on the local speeds at

the cell interfaces such that:

∑

j

ω−
i,j = 1 ω−

i,j ũi− 1
2
=

ṽ−i,j
N

,
∑

j

ω+
i,j = 1 ω+

i,j ũi+ 1
2
=

ṽ+i,j
N

, (4.16)

where ṽ±i,j are intermediate velocities at the interfaces xi−1/2, xi+1/2 connected

to the jth layer of the cell i, yet to be defined. With the condition above, these
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N intermediate velocities also fulfill ũi±1/2 = 1/N
∑

j ṽ
±
i,j . They can be viewed

as approximative Roe intermediates for the jth layer.
To obtain the intermediate values ṽ−i,j , i.e., the intermediate velocities for the

cell i at the interface xi−1/2, first we determine the layer indices j for which the
lower boundary ηni,j is smaller than the surface ηni−1,0 of the flow in the adjacent
cell and the upper boundary ηni,j−1 is bigger than the bottom of the flow ηni−1,N

in the adjacent cell:

J−
i := {j : ηi,j−1 > ηi−1,N ∧ ηi,j < ηi−1,0}. (4.17)

Therefore, the layers with index in J−
i intersect in z direction with the domain

occupied by the flow in the adjacent cell and we have a direct physical connection
between these layers and the flow on the other side of the interface. For these
layers we carry out a nearest neighbor interpolation for the velocity profiles.
The layer velocities vi−1,j , vi,j are assigned to the layer midpoints zi−1,j , zi,j
and we interpolate the velocities on the left side of the interface at the layer
midpoints of the right cell.

vi−1,3

vi−1,2

vi−1,1

vi,1

vi,2

vi,3

v̂
−

i,3

v̂
−

i,1 = 0

v̂
−

i,2

v̂
+

i−1,1

v̂
+

i−1,2

v̂
+

i−1,3

Figure 4.2: interpolation of local velocities at the cell interface, arrows indicate which value
from across the interface goes in the calculation of which local speed

Hence, calculating the intermediate values for cell i with layer midpoints zi,j
and velocities vi,j , we determine for each layer j whether ηi,j−1 > ηi−1,N and
ηi,j < ηi−1,0, i.e., whether j ∈ J−

i holds. If not, we set ω−
i,j = 0, as there is no

direct physical connection of this layer with the flow on the other side of the
interface. Else, we take the layer midpoint zi−1,kj

in the left cell which is closest
to zi,j

k−j : |zi−1,k−

j
− zi,j | = min

k
|zi−1,k − zi,j | (4.18)

and set, see Figure 4.2

v̂−i,j := 0.5 · (vi,j + vi−1,k−

j
). (4.19)

These intermediate velocities are considered local auxiliary velocities similar to
Roe intermediates. When all the layers have been considered, the intermediate
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values ṽ−i,j and thus the weights ω−
i,j are set to:

ṽ−i,j :=
v̂−i,j

∑

j v̂
−
i,j

Nũi− 1
2
, (4.20)

ω−
i,j :=

v̂−i,j
∑

j v̂
−
i,j

. (4.21)

With this definition, the intermediate velocity ũi−1/2 is the mean value of the

values ṽ−i,j , j = 1, . . . , N , which in turn depend on the local velocities to the left
and the right of the interface. The values at xi+1/2 are calculated analogously:
We set

J +
i := {j : ηi,j−1 > ηi+1,N ∧ ηi,j < ηi+1,0}, (4.22)

and set ω+
i,j = 0 for j /∈ J +

i , otherwise we determine

k+j : |zi+1,k+

j
− zi,j | = min

k
|zi+1,k − zi,j |. (4.23)

Then, we use these indices to define

v̂+i,j := 0.5 · (vi,j + vi+1,k+

j
) (4.24)

and

ṽ+i,j :=
v̂+i,j

∑

j v̂
+
i,j

Nũi+ 1
2
, (4.25)

ω+
i,jNũi+ 1

2
:=

v̂+i,j
∑

j v̂
+
i,j

. (4.26)

With the weights we defined in this way, we can split the discharge equation
above in N equations of the form:

− 1

N∆x







∑

p:λp
<
>0

Zp

i± 1
2







hu

≈ − 1

∆x

(

ṽ±i,j
N

(

−ũi± 1
2
W∓

h + 2W∓
hu

)

+G
h̃i± 1

2

N
W∓

h

)

= − 1

∆x

(

ω±
i,j ũi± 1

2

(

−ũi± 1
2
W∓

h + 2W∓
hu

)

+G
h̃i± 1

2

N
W∓

h

)

. (4.27)

The sum of these N equations yields (4.13) again, as the weights ω±
i,j and 1/N

sum up to 1. In the second line of (4.27) we put in ṽ±i,j as a local approximation
of the intermediate velocities at the left and right boundaries of layer j in cell
i. This is based on the approximation u(x, z, t) = u(x, t) +O(ε), which can be
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shown using (2.26), (2.29) and (2.32), cf. [2, 15]. This also implies u(xi, zi, t
n) =

vni,j +O(ε), as the vni,j are bound to u by the consistency condition and to each
other by viscosity, as will be shown in (4.39).

Hence, based on the eigenvector decomposition of the jumps in the total
height and the total discharge, we can define an update of the discharge hn

i /Nvni,j
in the jth layer at time tn using (4.27):

hn∗
i

N
vn∗i,j −

hn
i

N
vni,j = −∆tn

∆x

(

ω+
i,j ũi+ 1

2

(

−ũi+ 1
2
W−

h + 2W−
hu

)

+G
h̃i+ 1

2

N
W−

h

+ ω−
i,j ũi− 1

2

(

−ũi− 1
2
W+

h + 2W+
hu

)

+G
h̃i− 1

2

N
W+

h

)

.

(4.28)

After these update formulas are applied, we achieve the discharges hn∗
i+1/Nvn∗i,j

and thus a new velocity vector vn∗i . Note that by the definition of the weights,
the N discharge equations (4.28) simply add up to the equation for the total
discharge (4.12).

To be able to write down the update formula for the N layers and to simplify
the inclusion of the source terms we will split the whole update N times and
write it down in terms of f -waves:

∑

p:λp
<
>0

Zp

i± 1
2

= Ãi± 1
2
W∓ =

(

W∓
hu

ũi± 1
2

(

−ũi± 1
2
W∓

h + 2W∓
hu

)

+Gh̃i± 1
2
W∓

h

)

(4.29)

⇔
∑

p:λp
<
>0

Zp

i± 1
2

−
( W∓

hu

Gh̃i± 1
2
W∓

h

)

=

(

0

ũi± 1
2

(

−ũi± 1
2
W∓

h + 2W∓
hu

)

)

. (4.30)

Now, setting

T p

i+ 1
2

=

(

0 1

Gh̃i+ 1
2

0

)

Wp

i+ 1
2

, (4.31)

we can formally write down the update formula for the jth layer of cell i:

(

hn∗

i

N
hn∗

i

N vn∗i,j

)

−
(

hn
i

N
hn
i

N vni,j

)

= −∆tn

∆x

(

ω−
i,j

∑

p:λp>0

(

Zp

i− 1
2

− T p

i− 1
2

)

+
1

N

∑

p:λp>0

T p

i− 1
2

ω+
i,j

∑

p:λp<0

(

Zp

i+ 1
2

− T p

i+ 1
2

)

+
1

N

∑

p:λp<0

T p

i+ 1
2

)

.

(4.32)

If a non-flat bottom is considered, the source term contribution is decomposed
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together with the flux difference, cf. [5]:

∑

p

Zp

i+ 1
2

= F (Ui+1)− F (Ui)− S̃i+ 1
2

(4.33)

= Ãi+ 1
2

∑

p

Wp

i+ 1
2

− S̃i+ 1
2
=
∑

p

λpWp

i+ 1
2

− S̃i+ 1
2
. (4.34)

To gain the right flux corrections, we decompose S̃i+1/2 into eigenvectors Sp
i+1/2:

(

0

−Gh̃i+ 1
2

)

(bi+1 − bi) = Si+ 1
2
=
∑

p

Sp

i+ 1
2

, (4.35)

thus we can express the velocity dependent part of the update as follows:

∑

p:λp<0

Zp

i+ 1
2

−
( W−

hu

Gh̃i+ 1
2
W−

h

)

+
∑

p:λp<0

Sp

i+ 1
2

=

(

0

ũi+ 1
2

(

−ũi+ 1
2
W−

h + 2W−
hu

)

)

.

(4.36)
We define, in accordance with the case b ≡ 0:

T p

i+ 1
2

:=

(

0 1

Gh̃i+ 1
2

0

)

Wp

i+ 1
2

− Sp

i+ 1
2

(4.37)

and can express the weighted update for the system with bottom topography
as in (4.32) with the newly defined Zp

i+1/2 and T p
i+1/2.

Note that the additional eigenvector decompositions for the already known
eigenvectors and -values of Ãi+1/2 bring little additional numerical cost com-
pared to the monolayer scheme. The only other additional numerical cost comes
from calculation of the weights, for which we use a simple and fast interpolation
approach.

Remark: Of course negative weights might occur and have to be treated with
care. In the case of negative weights the direction in which information travels
is reversed, which might lead to instabilities. In our numerical calculations such
cases occurred in special test cases, leading to velocities directed against the
direction of the mean velocity at this position and thus to a circulating flow.
Instabilities did not occur in these cases. Note that the viscous terms add
stabilizing effects to the depth-averaged flow.

4.2. Viscous effects

Now, in the second half step the viscous effects are taken into account. Since
the viscous term only affects the discharge equation, we set hn+1

i = hn∗
i .

For the discharge update, we integrate equation (2.26) over the jth layer
while neglecting the advection and pressure terms and keeping the layer bound-
aries constant in time:

∂t
h

N
ūj(x, t) =

ν0
ε
(∂zu(x, ηj−1(x, t), t)− ∂zu(x, ηj(x, t), t)) . (4.38)
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where ·̄j now denotes depth-averaged integration over the jth layer analogous
to the depth-averaging over the whole flow in the previous section. At the
surface and at the bottom we have boundary conditions prescribing the values
for ∂zu(x, ηj(x, t), t). Between two layers we can numerically differentiate to
obtain these values. For the layer-wise depth-averaged velocities we assume
uj(xi, t) ≈ vn∗i,j . As a result, the viscous term gives a system with a tri-band
matrix (cf. [2]):



















a b 0 . . . 0

b c b
. . . 0

0 b
. . .

. . .
...

...
. . .

. . . c b
0 . . . 0 b d





































vn+1
i,1
...
...
...

vn+1
i,N



















=
hn∗
i

N



















vn∗i,1
...
...
...

vn∗i,N



















(4.39)

with

a :=
hn+1
i

N
+

Nν0∆tn

εhn+1
i

, (4.40)

b := −Nν0∆tn

εhn+1
i

, (4.41)

c :=
hn+1
i

N
+

2Nν0∆tn

εhn+1
i

, (4.42)

d :=
hn+1
i

N
+

Nν0∆tn

εhn+1
i

+ γ0∆tn. (4.43)

Solving this system gives the new velocities vn+1
i,j and hence the new dis-

charge as a quadrature of the velocity profile using the midpoint rule: qn+1
i :=

hn+1

i

N

∑

j v
n+1
i,j .

Note that the solution fulfills the following equations for 1 < j < N :

1

∆tn
hn+1
i

N

(

vn+1
i,j − vn∗i,j

)

=
ν0
ε

N

hn+1
i

(

vn+1
i,j−1 − 2vn+1

i,j + vn+1
i,j+1

)

(4.44)

⇔ 1

∆tn
(

vn+1
i,j − vn∗i,j

)

=
ν0
ε

(

N

hn+1
i

)2
(

vn+1
i,j−1 − 2vn+1

i,j + vn+1
i,j+1

)

. (4.45)

The latter equation has a discrete backward time-derivative of the velocity at the
layer midpoint (xi, z

n
i,j) on the left hand side and a discrete second z-derivative of

the same velocity on the right hand side. Hence, it can be viewed as a discrete
version of (2.26), where advection and pressure terms have been neglected.
Also, the equation 4.44 in the first line is a depth-integrated version over the
jth layer of the equation in the second, as hn+1

i = hn∗
i . Summing up (4.44) for

1 < j < N and the corresponding equations for j = 1 and j = N , we see that
the right-hand-side telescopes to yield a numerical approximation of V, while
the left-hand-side yields a discrete time-derivative

(

qn+1
i − qn∗i

)

/∆tn.
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5. The complete scheme

The complete scheme consists of a Finite Volume approximation of the data
for the depth averaged equations (2.38), (2.39), i.e., cell-wise constant data Un

i

defining a series of Riemann problems at the cell interfaces. In addition to
these data we have velocity vectors vni representing consistent discrete vertical
profiles of the horizontal velocities for each cell. The Riemann problems are
solved using Roe’s solver as described above for a single Riemann problem,
yielding the updated data Un∗

i . From the numerical fluxes ∆tn/∆x · An,±
i at

each border of cell i at time tn we gain update formulas for the velocity vectors
to compute the vectors vn∗i . This is done by weighting the numerical fluxes of
the total discharge and thus distributing the total flux over the different layers
as described above.

Recalling the definition (4.7), for given data Un, vn we have the formal
definition of the solver:

(Un∗
i , vn∗i )

T
= SWi (U

n, vni ) ,
(

Un+1
i , vn+1

i

)T
= Vn

i (Un∗, vn∗i ) .

}

(5.1)

Collecting the different discretizations detailed in the previous sections, we can
now define the operators SWi and Vi. For SWi we have:

SWi :

{

Un
i 7→ Un∗

i by (3.13),

(Un
i , v

n
i ) 7→ vn∗i by (4.28),

}

for i ∈ Z. (5.2)

These new velocity vectors vn∗i can then be used to define the right-hand-side
of a system of equations modeling the influence of viscosity and bottom friction
on the velocity profiles. Implementing this idea, we define the operator Vi by

Vi :

{

(Un∗
i , vn∗i ) 7→ vn+1

i by (4.39),
(

Un∗
i , vn+1

i

)

7→ Un+1
i by (4.5)-(4.6),

}

for i ∈ Z. (5.3)

Now we consider the layer-wise update formulas to compare the numerical
scheme with the discrete model for monolayer Shallow Water and with the
equations (2.38), (2.39). For the heights we have:

1

∆tn

(

hn+1
i

N
−hn

i

N

)

= − 1

∆x





∑

p:λp<0

1

N

(

Zp

i+ 1
2

)

h
+
∑

p:λp>0

1

N

(

Zp

i− 1
2

)

h



 . (5.4)

Putting together the results (4.32) and (4.44) from the different steps, we get
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for the discharge for 1 < j < N :

1

∆tn

(

hn+1
i

N
vn+1
i,j − hn

i

N
vni,j

)

=
1

∆tn

(

hn+1
i

N
vn+1
i,j − hn∗

i

N
vn∗i,j +

hn∗
i

N
vn∗i,j −

hn
i

N
vni,j

)

=
ν0
ε

N

hn+1
i

(

vn+1
i,j−1 − 2vn+1

i,j + vn+1
i,j+1

)

− 1

∆x





∑

p:λp<0

(

ωn+
i,j

(

Zp

i+ 1
2

− T p

i+ 1
2

)

hu
+

1

N

(

T p

i+ 1
2

)

hu

)

+
∑

p:λp>0

(

ωn−
i,j

(

Zp

i− 1
2

− T p

i− 1
2

)

hu
+

1

N

(

T p

i− 1
2

)

hu

)



 , (5.5)

where ωn−
i,j , ωn+

i,j are defined according to (4.21) and (4.26). The Zi+1/2,p,
Ti+1/2,p are defined according to the equations (3.11) and (4.37) as unique eigen-
vector decompositions of different parts of the flux difference and the source
term. Summing up (5.4), (5.5) for 1 < j < N and the corresponding equations
for j = 1, and j = N yields discretizations of (2.38), (2.39), where we can find
approximations of each of the different terms in the original PDE. The missing
discharge equations for the uppermost and lowest layer only differ in the viscous
terms, as here the derivative ∂zu is given by the boundary conditions (2.29),
(2.32) instead of finite differences, cf. (4.40), (4.43).

Note that in the abscence of both bottom and surface friction, any velocity
shear which might be present in the initial conditions will reduce due to the
viscosity until all velocity profiles are flat. In this case, the second step of the
splitting will yield no corrections and the solver reduces to a Finite Volume
solver for the Shallow Water equations with topography source term.

5.1. Stability conditions

The ratio between time increment ∆tn and the spatial increment ∆x needs
to satisfy a CFL-condition:

maxλn
p,i+ 1

2

< cfl
∆x

∆tn
(5.6)

with CFL-number cfl ∈ (0, 0.5) and λn
p,i+1/2 the p-th eigenvalue at the interface

i + 1/2 at time step n. This condition guarantees that the information from
the different Riemann-problems at the cell interfaces do not travel beyond the
cell midpoints. However, in our case we do not have the actual velocities of the
flow in our calculations, as there might be speeds that are faster than eigen-
values calculated using the mean velocities in each cell. These mean velocities
are normally not exceeded by far though, which is why we still use this CFL-
condition, but with a small CFL-number when we want to prevent interaction
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of waves from different cell interfaces. In numerical tests however we did not
see problems even with cfl = 0.8.

The other important ratio is given by the spatial increment ∆x and the
number of layers N . As we want to capture smooth transitions properly, the
number of layers must not be too big compared to ∆x, as then the lowest layers
might lose contact with the flow in the next cell. Thus, if the largest jump over
a cell interface in the discretized bottom is given by bi+1 − bi, which of course
depends on ∆x for a smooth topography, we impose the condition:

hn
i

N
≥ bi+1 − bi for n ≥ 0. (5.7)

5.2. Numerical cost

In our numerical calculations for Step 1 we employ the Roe solver for Shallow
Water, where we calculated additional decompositions in terms of the eigenval-
ues, i.e., we solved the equation Rx = b where R is a matrix whose columns are
eigenvectors for one additional right hand side b at every cell interface. This is
only a small additional contribution to the total cost.

Compared to simple Saint-Venant-type Shallow Water, the main additional
contribution to the numerical cost lies in setting up the viscosity matrix and
solving the system of equations given by the discretization of the viscous terms.
This step is approximately as expensive as the Roe solver for the homogenous
Shallow Water equations when we consider 5 to 15 layers for 100 to 200 cells.
Of course, as a preparation step we also need an interpolation method to gain
the updates for the velocity profiles as described in the previous subsections.
The percentage of the computational time needed for the two main numerical
routines is shown in table 5.1, where some example calculation were done for
different numbers of cells and layers for the test case 4 of the following section,
cf. Section 6.5.

The advection routine implements the formulas (5.2) and comprises the cal-
culation of the system matrix entries, the eigenvalues and eigenvectors as well as
the update formula for the advective part of the system. As there are analytical
formulas for the shallow water system, the calculation of eigenvalues and eigen-
vectors is quite efficient. The computational time only scales with the number
of cells, as the system matrix is of the same size regardless of the number of
layers.

The friction routine implements the formulas (5.3) and comprises the calcu-
lation of matrix entries of the fricion matrix and the right hand side of (4.39),
the solving routine for this linear problem and the correction of the discharge
to meet the consistency requirement. For tri-band matrices, the calculation of
matrix and vector entries as well as the solving routine have a numerical com-
plexity of O(N), where N is the number of layers. This linear increase was also
reflected in the computational times needed in the example calculations.

Altogether the calculations in the viscous case take approximately twice to
thrice as much time as the homogenous case.
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number numerical number of layers
of cells routine 5 10 15

100 advection 47.7% 46.9% 45.2%
friction 36.4% 38,0% 40.1%

150 advection 53.3% 51.6% 49.8%
friction 37.7% 39.7% 41.8%

200 advection 53.6% 52.1% 49.9%
friction 38.0% 39.8% 42.4%

Table 5.1: Computational time of the two main numerical routines compared to the total
computational time of the solving routine

6. Numerical results

In our numerical tests we used ten layers and set the inverse Froude number
to G = 9.812 for better comparability with other works.

6.1. Test 1: Convergence test

The first test is a convergence test. As such, the solution to this test is
smooth for all times. The initial conditions are set to:

h = 2 + 0.1e
x2

x2
−1 for x ∈ (−1, 1) (6.1)

h = 2 else (6.2)

and the velocities are set to zero:

q = hu ≡ 0. (6.3)

We set the ratio ε = 0.1 and the viscosity and friction parameters to ν0 = 0.001
and γ0 = 0.1. The initial conditions and the solution at time t = 0.3 are plotted
in figures 6.3 and 6.4 for 100 Cells and CFL-number cfl = 0.8. There is also
a comparison with the zero friction and viscosity case, i.e., classical Shallow
Water, but the solutions are almost indistinguishable.

At the plotting time, the initial hump on the surface has split up into to
humps traveling to the left and the right respectively, both having traveled
approximately halfway from the middle to the left of right border of the compu-
tational domain. Compared to the homogenous case, there is a slight influence
of the friction, as the water height and discharge slightly drag behind and do
not reach the peaks of the zero friction calculations, albeit this is barely visible
in the plots.

In Table 6.2 we show that the convergence rate goes up to at least 1, where
the reference solution is computed on 20480 cells. So the expected convergence
rate is met by the scheme.
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Figure 6.3: Test 1, convergence test, 100 cells, initial condition
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Figure 6.4: Test 1, convergence test, 100 cells, 10 layers, viscous scheme (x) compared with
classical Shallow Water scheme (o)

23



number h1 q1

of cells L1 error order L1 error order

20 4.7234e-02 2.1034e-01
40 3.5848e-02 0.40 1.6152e-01 0.38
80 2.2918e-02 0.65 1.0335e-01 0.64
160 1.3231e-02 0.79 5.9608e-02 0.79
320 6.5899e-03 1.01 2.9657e-02 1.01

Table 6.2: Test 1, convergence rates

6.2. Test 2: Subcritical flow

This test was described in [9] as a well balanced test. It will be used now to
examine the convergence of our scheme for vanishing viscosity.

The initial conditions desrcibe a subcritical steady state in motion for the
non-viscous Saint-Venant equations (2.44)-(2.45). The bottom topography is
described by:

b = 0.2 e−0.16(x−10)2 (6.4)

for 0 ≤ x ≤ 25. The steady state is described by the constant discharge and
energy:

hu ≡ 4.42 (6.5)

E =
1

2

(

hu

h

)2

+G(h+ b) ≡ const (6.6)

where the constant energy E is defined using the condition h(0) = 2 − b(0).
The exact solution to this problem can then be calculated by solving the energy
equation for h with

|u|√
Gh

< 1 (6.7)

and the known values of b and the constant hu. The additional condition on
another form of froude number in (6.7) gives uniqueness of the solution in this
case (cf. equation (2.18) and [18]).

The solution for the homogenous problem is plotted in Figure 6.5. Now, we
take the examine convergence by introducing the factor ι and calculate numerical
solutions for

ε = 0.1 (6.8)

ν0 = ι10−2 (6.9)

γ0 = ι (6.10)

for varying values of ι. As this factor becomes smaller, also the bottom friction
and the viscosity decrease and we should see concergence of the profiles and the
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Figure 6.5: Test 2, subcritical flow, 100 cells, 10 layers, steady state for non-viscous system,
water heights

soutions to the steady state of the homogenous system as described above. The
profiles are plotted in Figure 6.6. As ι becomes smaller, the profiles converge to
the mean velocity of the solution to the homogenous system. The smallest values
of ι tested lead to profiles which are indistinguishable at plotting resolution.

The deviation for the soultions at t = 5 compared to the initial values
for these calculations can be found in Table 6.3. The case ι = 0 shows that
the scheme is not exactly well balanced, but also that the deviations for small
values of ι are governed by the balancing error instead of viscous effects. The
convergence is plotted in Figure 6.7.

factor L1 error L1 error
ι h1 q1

1e-1 1.4900e+000 4.0080e+000
1e-2 2.4160e-001 9.2292e-001
1e-3 2.6105e-002 1.0773e-001
1e-4 2.6947e-003 1.0982e-002
1e-6 1.0182e-004 1.4205e-004
1e-8 9.0081e-005 3.3979e-005
0 9.0042e-005 3.3463e-005

Table 6.3: Test 2, subcritical flow, errors for vanishing viscosity and friction
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Figure 6.6: Test 2, subcritical flow, velocity profiles for ι = 10−1, 10−2, 10−3, 10−4 and the
mean velocity for the homogenous case
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Figure 6.7: Test 2, subcritical flow, deviation in h vs. ι

26



6.3. Test 3: Dam break

In [15] and [2] a dam-break problem was simulated with two viscous Shallow
Water schemes. The initial conditions are:

h = 2 x < 0 (6.11)

h = 1 x ≥ 0 (6.12)

hu = 0 (6.13)

with G = 2 and a flat bottom. Viscosity and friction parameters are set to
ν0 = 0.001, γ0 = 0.1, for ε = 0.1, to get the right comparison with the cited
references. The plots of the solution at time t = 14 calculated with our solver
are given in Figure 6.8 and Figure 6.9. As a reference also the solution for a
classical Shallow Water solver without friction and viscosity, i.e. a solver for the
homogenous Shallow Water equations, is given.
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Figure 6.8: Test 3, dam-break problem, 100 cells, 10 layers, time t = 14, water heights,
classical non-viscous scheme and viscous scheme

Compared to the classical Shallow Water solver, we get an inclined surface
between the rarefaction and the shock, as we can also observe in the above
references. In the discharge plot we can see the slowing effect of the bottom
friction.

The velocities at the layer midpoints are given in Figure 6.10. Compared to
[2] the positions of the layer midpoints vary, as we calculate the layer heights as
1/N of the total height, whereas in the reference the heights are calculated by
transport relations. However, we see similar minimal and maximal values for
the velocities.

In Figure 6.11 we see the velocity profile in detail at the position x = 7.5. For
better comparison, we plotted the profile with the axis found in [2]. Comparing
the two profiles, we see a deviation at the bottom, but reach the same velocities
close to the surface.
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Figure 6.9: Test 3, dam-break problem, 100 cells, 10 layers, time t = 14, discharges, classical
non-viscous scheme and viscous scheme
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Figure 6.10: Test 3, dam-break problem, 100 cells, 10 layers, velocities at the layer midpoints
zj , crosses marks highest, circles lowest layer, solid line: mean velocity, see also Fig. 6.11 for
height-ordering of the velocities
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Figure 6.11: Test 3, dam-break problem, 10 layers, velocity profile at x = 7.5

Our results are similar to the results of [15] and [2], which in turn are similar
to calculation for the full Navier-Stokes equations. Compared to [15] we do not
fix the form of the profile as a quadratic polynomial but let the profile develop
according to discrete viscosity terms. Compared to [2], we save the time for the
costly solving of a 2N × 2N system in the first half step.

6.4. Test 4: Flow down a slope

In this test case we examine a certain kind of balance situation. The flow
is running down a slope, with the acceleration due to gravity and the slowing
effect of the bottom friction reaching a balance after some time. So the flow
reaches a stead state with constant height h and constant discharge hu > 0 even
though the bottom is not constant. This steady state is achieved by assuming
certain boundary conditions at the left border.

The initial conditions are:

h = 0.1 (6.14)

hu =
G

3
, (6.15)

with G = 10, ν0 = 10−5, γ0 = 0.020689552, ε = 0.1 and the bottom topography
is given by:

b(x) = 1− 0.1x. (6.16)

The physical parameters are chosen to resemble the parameters used in a thesis
work by K. Kloss [16]. In that thesis Test 4 was performed for a Shallow
Water scheme with a analytically gained quadratic profile upoly for the velocity
using a no-slip friction condition at the bottom, ∂zu = 0 at the surface and
∫ η

b
upoly(z) dz = u. The resulting profile reads:

upoly(z) = −3

2

u

h2
(z − z0)

2 +
3

2

u

h
(z − z0) +

9

8
u, (6.17)
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where z0 = 0.5(η − b).
The values given in (6.14) are already the values when steady state is reached.

However, as the simulation is started with a constant velocity profile, it takes
some iterations to actually reach the steady state with the correct profile in
every cell.

The boundary condition at the left border is realized using a ghost cell, in
which we fix the height and discharge to the values given above in (6.14), b(x) is
simply evaluated at the ghost cell midpoint. The velocity profile for ten layers
is calculated from the balance condition between friction and acceleration due
to the bottom topography, see Figure 6.12.
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Figure 6.12: Test 4, flow down a slope, 10 layers, velocity profile prescribed at left boundary,
dashed line: mean velocity, z giving height above bottom b in this plot
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Figure 6.13: Test 4, flow down a slope, 100 cells, 10 layers, steady state reached, bottom
friction and gravitational acceleration in balance

Thus, the predicted steady state (see figs 6.13, 6.12) is reached with our
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scheme. Compared to results with the quadratic polynomial described above as
prescribed profile for the velocities, we notice deviations in the order of 10−13

when comparing the mean velocities of the different layers.

6.5. Test 5: Transcritical flow

In this test we simulate a transcritical flow over hump. This test was per-
formed in [18] as a test for moving equilibria in a non-viscous Shallow Water
flow.

The initial data is set to:

h = 0.66 (6.18)

q = 1.53 (6.19)

and the bottom topography is set to:

b =

{

0.2− 0.05(x− 10)2 if 8 ≤ x ≤ 12
0 otherwise

. (6.20)

At the left border we impose hu = 1.53 as a boundary condition. The friction
and viscosity parameters are set to γ0 = 10−4 and ν0 = 10−5 for ε = 0.1.

The solution at time t = 10 for 100 grid cells is shown in Figure 6.14 with a
detailed look on the velocities computed for 200 grid cells at the same time in
Figure 6.15. The vertical components of the velocities are gained by a numerical
integration, based on the kinematic and no-penetration boundary conditions as
well as the vanishing divergence for this incompressible flow.

In Figure 6.15 the flow actually shows a recirculation after the hump, where
the upper layers flow slowly against the direction of the mean velocity and
the direction of the lower layers. Also, in the shock we can see where the
recirculation starts, as the upper layers are accelerated downward and upstream
due to the pressure gradient and kinematic boundary condition. The comparison
of the total height and discharge however show only a small deviation, where
the viscous scheme is dragging slightly behind due to the bottom friction. So
the scheme offers a more detailed view on the non-trivial velocity profiles while
not changing the solution too much.

The steady state is reached at about time t = 30 and is shown in figure 6.16.
It shows little deviation from the non-viscous scheme and is indistinguishable
at plotting precision, hence we omit the non-viscous solution in this figure.

7. Conclusion

In this paper we described the derivation of a Shallow Water model with
viscous terms and a Navier friction condition at the bottom. For this model
a suitable Roe-type Finite Volume scheme with an additional treatment of the
viscosity and friction terms has been defined.

Describing the vertical profile of the horizontal velocities in terms of discrete
point values, we were able to define an update formula of this profile respecting
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Figure 6.14: Test 5, transcritical flow over a hump, 100 cells, 1- layers, t = 10
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Figure 6.15: Test 5, transcritical flow over a hump, 200 cells, 10 layers, detailed view on
velocities at the downstream side of the hump and in the downstream moving shock
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Figure 6.16: Test 5, transcritical flow over a hump, 100 cells, 10 layers, steady state

the update formula of the total mass and total discharge equations. This was
achieved by a splitting of velocity and non-velocity related terms in the discharge
equation and a weighting procedure with weights defined in terms of local ve-
locities at the cell interfaces. The splitting allows for recirculation at shocks, as
the inflow regions at a cell interface may be restricted to a certain region in the
depth-direction, so the acceleration due to the local pressure gradient is only
countered by the relatively small viscous effects. In a second update step, the
viscous effects were treated by an implicit time discretization like described in
[2] yielding, after a numeric depth integration, a corrected total discharge.

The scheme successfully computed several numerical tests with the expected
results or results close to other schemes for Shallow Water flows respecting
viscosity and bottom friction. The additional numerical costs are moderate
and mostly due to the implicit solver for the depth-discretization of the viscous
terms.

Test 3 shows that our results compare well against other viscous shallow wa-
ter solvers. The advantages of our solver are that we can include non-vanishing
surface friction more easily than the solver of [15], while improving on the com-
putational effort of the solver of [2].

In [14], we describe how to enhance the viscosity treatment to the density-
layered Shallow Water flows. The goal was to get a finer resolution of the
different physical effects acting on these kinds of flows as well as at least partly
cure the instabilities occurring due to large shear velocities, which should be
counteracted by the viscous effects. In this work, the flexibility of discrete
velocity profiles compared to pre-defined (parabolic) profiles was crucial as the
density layers experience non-vanishing shear stress at both the lower and the
upper interface.
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