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Abstract

We analyze properties of stochastic hyperbolic systems using a Galerkin formulation, which re-
formulates the stochastic system as a deterministic one that describes the evolution of polynomial
chaos modes. We investigate conditions such that the resulting systems are hyperbolic. We state the
eigendecompositions in closed form. A Roe flux is presented and theoretical results are illustrated
numerically.

Keywords: Hyperbolic Partial Differential Equations, Uncertainty Quantification, Stochastic
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1. Introduction

Recently, the representation of stochastic processes by orthogonal polynomials has gained interest
in the mathematical and engineering community [1]. This idea has been employed in uncertainty
quantification and inverse problems. The first work in this direction by Wiener [2] used Hermite
polynomials to represent Brownian motion. This approach has been extended by Cameron, Mar-
tin [3], Ghanem, Spanos [4] and Xiu, Karniadakis [5] for non-Gaussian processes using polynomials
from the Askey scheme. It is known today under the name generalized polynomial chaos (gPC).
If the solution depends sufficiently regularly on the stochastic input, spectral convergence is ob-
served [5].

Non-intrusive methods compute statistics directly using numerical quadrature or Monte-Carlo
methods. However, in the case of an intrusive approach gPC expansions of the stochastic input are
substituted into the governing equations. Then, they are projected by a Galerkin method to obtain
deterministic evolution equations for the gPC coefficients. Applications of this procedure have been
proven successful for diffusion [6, 7] and kinetic equations [8, 9, 10].

So far, results for general hyperbolic systems are not available [11, Sec. 10.2]. A problem is posed by
the fact that the deterministic Jacobian of the projected system differs from the random Jacobian
of the original system and hence hyperbolicity is not guaranteed. The loss of hyperbolicity prevents
existence, uniqueness results and consequently the use of robust numerical schemes. Applications
to hyperbolic conservation laws are in general limited to linear and scalar hyperbolic equations.
Then, the resulting gPC systems remain hyperbolic, i.e. the Jacobian in the quasilinear form is
diagonalizable with real eigenvalues [12, 13, 14, 15]. Hyperbolicity of nonlinear systems is shown
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in the case of a symmetric Jacobian and when eigenvectors are deterministic [16]. For the classical
fluid-dynamic equations, however, eigenvectors are uncertain as well.

Also for quasilinear hyperbolic systems the resulting gPC system may not be hyperbolic [17, 18].
However, in [18] an approach to regain hyperbolicity has been proposed. This approach is limited
to quasilinear forms and solvers which are developed for conservative formulations are not directly
applicable. Like in the deterministic case, a non-conservative formulation may lead to wrong shock
speeds.

Therefore, operator-splitting methods have been developed for Euler [19] and shallow water
equations [20]. The idea is to split the underlying system into subsystems such that for each of
them the gPC method does not lead to complex eigenvalues. The splitted system may differ from the
original one. Numerical experiments suggest, however, that at least in the deterministic case both
systems are similar. Also for this approach, standard solvers are not directly applicable. Still these
methods, as well as semi-intrusive methods, which approximate numerically the Galerkin projection,
see e.g. [21, 22], may yield complex eigenvalues unless positive densities are guaranteed [22].

For some fluid-dynamic equations, like Euler equations, we may first transform the partial
differential equation (PDE) into non-conserved variables and then apply the intrusive method.
Resulting systems for entropy variables are hyperbolic [23, 17]. To obtain a conservative formulation,
an optimization problem needs be solved at each spatial point and in each time step, which makes
the method numerically expensive. A similar method, but with a different variable transform
is proposed in [24]. There, Roe variables are used to guarantee real wave speeds. Computational
experiments suggest appropriate computational cost, see [24, Table 1]. The Roe formulation in [24] is
so far restricted to particular expansions, including the Wiener-Haar basis and linear multiwavelets.

Besides hyperbolicity, another open problem [11, Sec. 10.2] is the representation of strictly
positive quantities, e.g. density of a gas or height of the water. This problem is frequently related
to truncation errors of the gPC expansion, when the underlying quantity is assumed to be almost
surely (a.s.) positive as long as the order of truncation is large enough [24, 25].

The main result of this paper is Theorem 3.2. Therein, we present a gPC formulation for the
p-system, which is a 2x2 hyperbolic system that includes shallow water and isothermal Euler
equations. The introduced systems are based on the Roe variable transform in [26, 24]. The
assumption of strictly positive quantities in the truncated gPC expansion is weakend to a positive
definiteness condition (A2). Then, hyperbolicity for some expansions is shown in Corollary 1. In
particular for isothermal Euler equations, Corollary 2 guarantees hyperbolicity even for arbitrary
gPC expansions.

Furthermore, we establish novel results on the mathematical structure and properties of the
gPC system, see [11, Sec. 10.2]. We state eigendecompositions of the gPC systems in closed form.
In particular for isothermal Euler equations, we deduce a Roe matrix for arbitrary gPC bases. This
shows the relation of the Roe variable transform [24] to the original deterministic Roe matrix for
Euler equations [26]. This also yields a numerical flux. Finally, we illustrate the hyperbolic charac-
ter of the introduced systems numerically. We discuss an efficient implementation of the numerical
flux function and the eigenvalue decomposition. Furthermore, an eigenvalue estimate is presented.

The reader finds a summary of the discussed hyperbolic systems with the corresponding assumptions
and a list of all symbols in the appendix.



2. Hyperbolic Conservation Laws

In this section we introduce different formulations of hyperbolic conservation laws, which result
from the Roe variable transform in [26, 24].

2.1. Conservative Formulation

We consider a system of hyperbolic differential equations

O ytta)+ 5 p (ult,2) =0 (1)

with time and space variables (¢, ) € [0,T] X [0, Zena] for a fixed T' < co. For isentropic Euler equa-
tions the conserved quantities y :== (p, q)T are density and momentum, for shallow water equations
water depth and momentum. In both cases the conservation law (1) is a 2x2 system with strictly
hyperbolic flux function f € C?(R%* R?). We consider the p-system

0 (p(t,x) 0 q(t, x)

- ’ - 20t o =0, 2

ot (q(t,w) o i)(if;)) +p(p(t,1‘)) @)
where p(p) describes a pressure law, which satisfies p(p) > 0, p’(p) > 0 and p”(p) > 0. The pressure
law reads in the isothermal case p(p) = a?p with sound speed a > 0, in the isentropic case p(p) ~ p*
with x > 0 and for shallow water equations p(p) = §p2 with gravitational constant g > 0. To

simplify notation we omit time and space arguments. For smooth solutions the p-system (2) is
equivalent to solving the quasilinear form

Yyt + Dy f(y) Yy, =0 with Jacobian D, f(y) = (p'(p) EUQ(y) 2u1(y)) , u(y) = %

The eigenvalues read A\ (y) = u(y) £ /p'(p) and satisfy A\~ (y) < 0 < A (y) for subsonic flows with
velocity u(y) < |v/p'(p)]. The eigendecomposition of the Jacobian is

D) =TEADT W) T = () 1 (p)e AW = deel X WA} @

Note that eigenvectors are expressed in terms of eigenvalues. For isothermal Euler equations with
pressure law p(p) := a?p both eigenvalues depend only on velocity u(y).

2.2. Roe Formulation

Following [26, 27, 24] we introduce Roe variables.

Definition 2.1 (Roe Variables). Let the Roe variables w(t,z) and the mapping into conserved
variables y(¢,z) be defined by

w;_(g>;_(\éﬁ> and y:R+xR—>R+xR,wH<Z‘;>_y. (4)

v



The pressure law in Roe variables reads 7(a) := p(a?) and the velocity is v(w) := 8/a. The flux
function for conserved variables depending on Roe variables is denoted by

F:R*xR = R, wes <ﬂ2 fi(a)) :f<y(w)). (5)

The following Lemma states the relationship between conserved and Roe variables.

Lemma 2.2. For smooth solutions with p > 0 and a > 0 the following systems are equivalent:

VW)t + F(w)z =0, (R)
ye  +Dyf(y)ye =0 with Dyf(y)  =DuF(w)DuY] (w), 6)
)

Wi +DyFroo(W)ws =0 with Dy, Free(w) == [DyY] H(w)Dy, F(w) 7

Proof. For p > 0 the mapping Y(-) is bijective on R x R, so equations (C) and (R) are equal by
definition. Since the Jacobian D) (w) is then invertible, we obtain

Dy f(y) = Dy F (Y71 () = DuF(@)Dy Y~ (y) = DuF(w) DY ™ (w).

We obtain for the quasilinear form (7)

0=Yw)t+ F(w)y = DyY(w)wt + Dy, F(w)wy
& 0 = wi + Dy, FRroe(w)ws-

O

Although these systems are equivalent in the deterministic case, we will see that they result in
different stochastic Galerkin formulations. We obtain the Jacobian D, Free(w) by calculating

D, Y(w) = (2; g) D, F(w) = (W,fa) %) = Dy Froe(w) = <V2(w)2+ ) gf(w)> .

However, the flux function Free(w) itself is not specifiable in closed form, which would be necessary
for the analysis of shocks. In any case, the Roe formulation does not preserve the physical correct
shock speed in terms of conserved variables. So we conclude that the Roe formulation (7) is not
relevant for further analysis.

3. Random Hyperbolic Conservation Laws

The hyperbolic problem (1) is extended in the way that initial and boundary conditions, but not the
pressure law are allowed to depend on a random parameter £, i.e. a measurable mapping £ : 2 — R
on a probability space (Q]—'(Q),P). Similarly to [11], we call £ germ. For our purposes it does
not matter if the germ is one- or multidimensional. Therefore, we consider for simplicity a one-
dimensional germ. An example, where hyperbolicity depends on the dimension of stochastic input,
is found in [14, Sec. 3.3].



We briefly recall basic results from [11, 28, 29, 30, 31, 32]. Interpreting integrals and inner
products component wise, the space of second-order random variables defined on the probability
space (Q, F (Q),]P’) equipped with an inner product is defined by

L2(Q,P) = {5 ’ £:0Q =R measurable, ||§||p<oo} with (€1, E0)p ::/gggcﬂ@.

The expected value is E[{1€] = (€1, &2)p and the covariance is Cov[€y, &) == E[flfg] E[&]E[&].
A generalized polynomial chaos (gPC) is a set of orthogonal subspaces S C L2(Q, P) with

K
Sk =P8 — L*(QP) for K — oc.
k=0

We refer to an orthogonal basis of Sk as a gPC basis {¢y ()}, with germ £. Its distribution is
given by the probability measure P, we write £ ~ P for brevity. Common choices are Legendre and
Hermite polynomials with uniformly and normally distributed germs. A stochastic process y(t, z; ),
which is for each fixed (¢, z) square-integrable, admits the truncated series expansion

<y(t, €L ')’ ¢k()>P
6% 13 ’

K
Grely)(t,25€) =Y G(t, )61 (€),  Gu(t ) =

k=0

(8)

where G denotes the projection operator of the stochastic process y(¢, x; €) onto the gPC basis of
degree K € Ny. It converges in the sense ||Gx [y](t, ;) — y(t,2;-)||p — 0 for K — oo [3, 5]. We use
normalized basis functions such that ||¢y||p = 1. In the case ||¢x||p # 1, we rescale

i K * . it .
Ok (8) and Ggly|(t,x;€) : Z (t,z)pr (&) with gr(t,z) = <y(t,x, ), i )>P.

PO =15 2 15elle

The reason for this normalization is that we have observed numerical instabilities for Hermite
polynomials with ||¢x||2 = k!. Then, the gPC modes 9 give the expected value and the variance

K
E[Grcly]| (t.2) = do(t,x) and Var[Giely]] (1) = 3 a2
k=1
A straightforward analogue for the product of Gi[y](t, z; &) and Gk [z](t, x; &) would be
K
(GrlblGrcla] ) (t25€) = 37 Gt )35 (1,)6n()5(6). (9)
i,j=0

However, this leads to basis functions up to order 2K, so equation (9) requires an additional
projection to recover the degree K. Therefore, we define the pseudo-spectral product

K K
gAK[yaZ](tvxag) = Z(Q*g)k(tvm)d)k(f)v (g*é)k(tvl') = Z Qi(t7x)2j(t71')<¢i¢j;¢k>IP~ (10)
k=0 4,j=0



Similar to [24, 29], we introduce the symmetric matrix

K
P(6) = Z&‘M‘ with My = (<¢27¢i¢j>ﬂ]’)

s 4,7=0,...,K (11)
such that P(a)3 = ax B, Ds (6 = B) =P(A).
The pseudo-spectral product is exact for (yz) € Sk, but in general we have Gk [y, 2] # Gk [yz]. It

introduces a truncation error by disregarding the components of (yz) which are orthogonal to Sk
and it is not associative [28, 31]. The operator (x) is called Galerkin product.

3.1. Non-Intrusive Formulation
The strong formulations for the random systems in conserved (C) and Roe variables (R) are

o (ptw;e)\ , 0 ( altzg) B

ot (Z(th; 5)) * o (m +p(p(t, x; )) =0 Pas. (€(8))
9 ( a*(t,z;€) 9 (aB)(t, ;) B ‘
ot ((aﬁ)(t,x;ﬁ)) * oz (ﬂz(t,x;ﬁ) —|—7r(a(t,1:; )) =0 Pas. (R(£))

To ensure hyperbolicity, the Jacobian D, f (y(t, x; 5)) must be diagonalizable with real eigenvalues
at least P-a.s. Therefore, we require the assumption

p(t,z;6) >0 P-as. and a(t,x;€) >0 P-as. (A1)

3.2. Intrusive Formulations
We substitute the truncated expansions into the systems (C(§)) and (R(£)) to obtain

9 gK[ﬂ](t,l’;f) 2 N gK[(]](t,x;f) _
ot (gK[qlu,x;a) iz (%HES +p(Gxclel(t,z:0) ) = (Cr(©))
g QK[Q,Q](t,z;f) g gAK[avﬁ](tax;g) _
ot (gAK[avﬁ](tw;S)) T <QK[ﬂ7B](t,x;§) + W(QK[Q](t,x;g)) =0. (Rk(£))

The truncated systems (Cx (€)) and (R (€)) should be solved for the gPC modes in L?((2, P)-sense.
The solution, however, does in general not exist due to the possible loss of hyperbolicity. Another
open problem is the convergence of the solution for K — oo in the general case [17, 10]. A straight
forward approach is to describe the evolution of the gPC modes for the random system (Cx (§)). A
conservative formulation for the isothermal case with pressure law p(p) = a?p, presented in [33], is

o /p\ 0 g B . .
ot (Q) + 9 (P(Q)Pl(ﬁ)(j—i— GQﬁ) =0 with Jacobian A
(Ck)
0~ (o . 101000510

v —P(QP ()PP~ H(p)4) + a*1 PP~ (p) + P(P~1(p)q)

for Q == diag{0,...,0} € REFDXEHD and 1 = diag{1,...,1} € RETUXE+D - However, it is
shown in [33] that the formulation (Ck) is in general not hyperbolic. We use this formulation as



a comparison only. Instead, we consider the random formulation (Rx(£)). The idea to project
a system of the form (R (§)) instead of (Cx(€)) is borrowed from [24]. Our main motivation
is to analyze hyperbolicity and in Theorem 3.2 we derive a conservative formulation for the gPC
modes in system (Rg(£)). In Corollary 1 and Corollary 2 we present conditions that guarantee
hyperbolicity of the derived systems for fixed time and space variables (¢, z). Therefore, we drop the
dependency on the variables (¢,z) in this section and we extend Definition 2.1 for both conserved
and Roe variables.

Definition 3.1 (Intrusive Variables). The conserved variables on the admissible set Ay = RT x R
are denoted by 7 := (p,4)T € Ax x RE*+! and Roe variables are @ = (&, 3)T € Ax x RE+L The
mapping into conserved variables is defined as

Vi Ag x REFL o5 Ap x RETL &y (Zig) g, (12)

The projected pressure law in terms of Roe variables is denoted by #(&). The flux function for
conserved variables depending on Roe variables is defined as

F o Ag x REF!D o RAUKHD) w»—>( & f3 )
K BB+ #(a)

In contrast to the deterministic case (4) we cannot claim that the Galerkin root & * & = p in (12)
is uniquely solvable for any fixed p € Ag. A system of K + 1 nonlinear equations has to be solved,
but there is no guarantee that positive quantities are well represented [28, Sec. 2.2]. In fact, we will
only make use of a local invertibility that follows from the implicit function theorem.

Remark 1. Non-polynomial pressure laws can be pseudo-projected using a Taylor series at some
point &y € RT with gPC modes & = (&,0,...,0)T. Thus, we assume that the Taylor expan-
sion up to order m € Ny in terms of Roe variables exists. For example, an expansion at the
mean &g := & > 0 is proposed in [28], where (Gx[a] — do) describes the stochastic deviation. The
truncated Taylor series reads

7rm<QK[ ta:f) iﬂ-

£=0

(fv

¢
) (giclo]t.:6) — o)
The /-th moment y*(t, ;) is approximated componentwise by the recursion

K
Gk[ya s ay](tax;g) = Z(:&e*)k(t’x)(bk(g)v :'QZ* = ((Zj * Q) ook g) * 9, QO* = (1707 s 7O)T' (13)
k=0

As emphasised in [28], projections in the repeated Galerkin multiplications (13) are essentially
truncations, which introduce additional approximation errors, since each one reduces a projection
of order 2K to K. Therefore, the order K must be sufficiently large compared to the power m.
Then, the gPC modes of the Taylor expansion are

=TG- a)" (14)



8.8. Hyperbolic Stochastic Galerkin Formulation

We introduce the stochastic Galerkin formulation as a conservation law describing gPC modes.

Theorem 3.2 (Stochastic Galerkin Formulation). Let §:= (p,q)T € Ax x RE*! be given such
that there is @ € Ak satisfying axa = p and

P(a) is strictly positive definite. (A2)

Then, there is an open set A C A, containing p, such that for all j = (p,4)T € Ax x RE+! the
transform V(&) = 9, & = (&, B)T is invertible with & = Y~1(§) and the gPC modes of the stochastic
system (Ri(§)) are given by the conservation law

5 (0)* 3 (303t ve) =0 (R

We denote by f(g}) = 13‘()7*1(@)) the flux function of the system (7@1() Its Jacobian reads

»Q)

5 0 1
D, f(9) = o .
5/() (;Dm(a)P 14) = P2O) 2P(@)
and O = diag{0,...,0} € REFDXEFD g — diag{1,...,1} € REFDxEFD,

) for Po@)=PAPa)  (DR)

In particular, the projected pressure laws read

#(a) = a*(a* &) for isothermal Euler equations with pressure law p(p) =

a’p, (15)
((d * Q) * (& d)) for shallow water equations with pressure law p(p) = gpz

Proof. The function F(&) = P(&)& — p is continuously differentiable and under assumption (A2)
its Jacobian is invertible at & = @. Therefore, we conclude with equation (11) and the implicit
function theorem that the mapping

V@) = (P(d)d,P(&)B)T —§ and the Jacobian DpY(@) = <27f ((g‘)) P?&)) (16)

are also invertible on the open set Ax. Projections onto the k-th basis function read

A

(Gclasal, b )e = (6% ), (Gl B, 61 )r = (a5 B
(Gx18.81, 01 )r = (B + B, (7 (9xlal) 6x )z = 7(@.

Projection of the equations (Rx(€)) yields for the k-th component

9 (¢ a, o 0 G [, O]
<3’f <gﬁa’5D T <éx[5,ﬁ]}{+w(gK[a])> : ¢k>ﬂ> =0

;D ! f% ((B x (Bcs:f);(a)J =0.



Thus, equations (7A2 &) hold. For smooth solutions we obtain

<7T(QK[04) ,¢k>ﬂm = <a2_C';K [a, ], ¢k>[p> =a? (d * &)k for isothermal flows,
m(GKkla] ), 0k )p = g Grla,...,aldr )p = g (Gxa)*(&x*a) for shallow water equations.
< ( ) > <2 > 2 ( )k

O

Similarily to [24], the Jacobian (DR ) allows to prove hyperbolicity of the conservative formu-
lation (7@ x)- In particular for isothermal flows, this formulation allows to use any gPC expansion.
Futhermore, we recover for K = 0 the deterministic system (C). To state conditions that ensure
real eigenvalues of the Jacobian (D7A€K), we prove Lemma 3.3 first.

Lemma 3.3. We assume the positive definiteness assumption (A2) and we define the matrices
Po(@) = P(BPH@) and Py(&) =P~ (@)PBP(a).

We denote eigenvalue decompositions as
P(&) = V(@) Dp(Q)VT(@) and Py(@) = Q@) Ds(@)Q~ ().

Then, it holds:

(i) There exists an orthogonal eigenvector matriz V(&). The symmetric square root, defined
as P72(&) = V(d)Dzz(&)VT(&), exists and it is unique.

(i) The matriz Py () is diagonalizable with real eigenvalues for all B € RETL. These eigenvalues
coincide with those of Pa(L).

A

(iii) The matrices aP(&) £ P () are strictly positive definite if and only if al + Dy (@) > 0 holds.

(iv) The matriz Po(@) is strictly positive definite and symmetric if and only if P(B) is strictly
positive definite.

Proof. Statement (i) holds according to [34]. Sylvester’s law of inertia states that two congruent
symmetric matrices have the same number of strictly positive eigenvalues.

(ii) Under assumption (A2) there exists an invertible and symmetric square root P7?(&). The
matrix Pa (@) is symmetric and hence diagonalizable with real eigenvalues. Due to

P2 (&) Py (@)P?(4) = Pa(@)



eigenvalues of the nonsymmetric, but similar matrix P; (&) coincide with those of Pa ().

(iii) The matrices aP(a&) + P(B) and al + Py(@) = al + P~/2(a&)P(B)P~"/2(a) are congruent and
thus have the same number of strictly positive eigenvalues. Due to (i) the matrix al + P2(®)
is similar to al + P(3)P~1(&) which is strictly positive definite if and only if al 4 D, (@) > 0.

(iv) Symmetry follows from the symmetry of the square root. Sylvester’s law of inertia states that

all eigenvalues of P(3) are strictly positive if and only if all eigenvalues of Po(®) are strictly
positive.

O

The Jacobian (D7A€ k) is in general not diagonalizable with real eigenvalues. In the deterministic case
and in the absence of vacuum states the system is always strictly hyperbolic. We will establish in the
following corollaries two sets of real eigenvalues {A;t (@) eR | 17=0,.. K }, which will simplify in
the deterministic case to A*(y). The notation is inspired by viewing a stochastic subsonic flow
as states with eigenvalues satisfying

A7 (@) <0<Af(@) forall i,j=0,... K. (S)

Still eigenvalues of the sets A+ (@) may coincide and condition (S) is as assumption for the following
results not needed. With additional assumptions on the gPC basis we can show hyperbolicity.

Corollary 1 (Constant Eigenvectors). Assume there exists an eigenvalue decomposition with con-
stant eigenvectors, i.e. P(&) = VDp(&)VT. Under assumption (A2) and for an eigenvalue de-
composition of the pressure law with positive eigenvalues, denoted as Da#t(&) = VD4(&)V'T, the

Jacobian (DR k) has the eigenvalue decomposition Dy f () = [VT(UJ)]A(&J) [VT(&J)] ' with

AR (@) = Dy (@) + 1/ 5 D(6)Dp' (), A(@) = diag{AT(&), A= (@)},

DO =

T(@) = <A+]1(@) A_]l(@)) , V = diag{V,V'}.

A

In particular, we have Dy (&) = Dp(B)D5' (&) and we obtain
A (@) = Dy(&) £ al  for isothermal Euler equations with pressure law p(p) = a>p.
Proof. The projected pressure law for isothermal Euler equations satisfies
Da#(&) = 2a*P (&) = V[2¢°Dp(a)]VT, ie. Di(&) =24°Dp(a).
The eigenvalue decompositions of the blockmatrices of the Jacobian (Dﬁ K ) read
A -1 A 1
Po(@) = [VDp(ﬁ)VT} [VDp(a)VT} - V[Dp(ﬁ)D; (d)} VT = VD, @)V,

Da#t(@)P~1(a) = [VD,;(&)VT} [VD’/)(@)VT]_I = V{Dﬁ(&)Dgl(&)} VT,

10



Assumption (A2) and Dx(&) > 0 guarantee AT (&) — A= (@) = 2D;(&)D5" (&) > 0. Then, the

-1

claim follows from Theorem 3.2, the orthogonal matrix VT = V=1 and

The assumption of constant eigenvectors is taken from [24, Lemma 1]. There, a Wiener-Haar
expansion and linear multiwavelets, which satisfy this assumption, are used. Moderate stochastic
variations are assumed as well. The interested reader finds a proof in [24, Appendix B, C] and an
introduction into these expansions in [11, 32]. However, this assumption is not true for general basis
functions, e.g. Legendre polynomials. For isothermal Euler equations with projected flux function

R N T
F@) = (P@)8,P(A)B + a*P(@)a) | (17)
we can extend Corollary 1 to arbitrary gPC expansions.

Corollary 2 (Isothermal Euler Equations). Under assumption (A2) the Jacobian (DR ) with the
pressure law (15) for isothermal Euler equations has real eigenvalues and it is given by

1

Dgf@):(azﬂ_@?ﬂ( ) 2puf )) = [0@)T@)A@)[Q@)T(@)] " with

v

A (@) = Dy(&) £ al, A@) = diag{ AT (@), A= (@)},
6= (310 i) Q%) = dinz{ Q). Q(@)).

where Py (&) = P(B)YP~1(&) has the eigenvalue decomposition Py(Q) = Q(&)Dy(@)Q1(&).

Proof. Provided that the assumption (A2) holds, Lemma 3.3 ensures an eigenvalue decomposi-
tion Py (&) = Q(@) Dy (0)Q (@) with real eigenvalues. So A(®) is real as well. We calculate

11



4. Discussion of Assumptions

The stochastic Galerkin formulation (7AZK) is proven hyperbolic only in a local domain around given
states ¢, where the matrix P (&) is assumed to be strictly positive definite. For example the state g
could be the initial value. We first argue that the assumption (A2) is reasonable for initial states
and then, we discuss a possible loss of hyperbolicity.

4.1. Initial Values

An obvious requirement in the deterministic case is a strictly positive density. For the strong for-
mulations (C(§)) and (R(§)) we require the conditions p(§) > 0 P-a.s. and «(§) > 0 P-a.s. A straight
forward analogue for the stochastic systems (Cx(€)) and (Rx(€)) with truncated gPC expansion
would be

Gklpl(§) >0 P-as. and Ggla](§) >0 P-as. (A3)

Indeed, assumption (A3) is used to guarantee hyperbolicity of general quasilinear forms in [18].
It is also used for an operator splitting based method [19, Remark 4.1] and moderate stochastic
variations are assumed for the Roe variable transform in [24, Lemma 1]. Initial values that satisfy
assumption (A3) can be described for example by Legendre polynomials, by a Wiener-Haar expan-
sion and by a S-distribution, which is proposed in [35, 30] as a “truncated Gaussian model”, since
negative densities do not occur due to truncation errors of the series expansion. An analysis of the
log-normal and the reflected Gaussian distribution is found in [36].

Note that assumption (A3) implies the assumption (A2). Indeed, define the random variables

Zi(€) = ¢:(&)Gk[0](§)"* P-as. (18)

which are well-defined provided that (A3) holds. Hence, the i, j-th entry P; ;(&) satisfies

P (@) = id&m,m&j}@ = <§Kjam,¢i¢j>p = (0xlo], 6u5 )» =E[Z7;].  (19)
£=0 =0

Thus, the matrix P(&) is a covariance matrix, i.e. it is positive semidefinite and symmetric. Since
the projection Gx[a]/? is assumed to be P-a.s. strictly positive and since ¢;(€) are basis functions,
we deduce even strict positive definiteness of P(&) as in [18, Th. 2.1]. We conclude that assump-
tion (A2) is a relaxation of (A3). Therefore, condition (A2) does not restrict additionally the choice
of initial values.

Remark 2. Condition (A3) is violated for example by Gaussian distributed germs with Hermite
polynomials. Assumption (A2) is a relaxation of (A3): If the sequence {dy}7°, decays fast enough
or, in intuitive terms, if the variance given by &1,...,a&x is sufficiently small compared to the
expected value E [Gx[a]] = &g, then the condition

K
Omin [Z&ZMZ] > _@0 (20)

(=1

implies assumption (A2), where o, denotes the smallest eigenvalue. The inequality (20) can be
satisfied also for unbounded gPC expansions.
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Although stochastic densities that are unbounded from below are not physically relevant for
fluid flows, an expansion with Hermite polynomials allows to consider the normal distribution or
more general Gaussian processes using a Karhunen-Loeve transform. These processes are com-
monly used in the engineering community to characterize stochastic inputs. There may be interest
in such an expansion, because when reconstructing the density from the gPC expansion of the
Roe variable a the density would be positive, i.e. p(€) = Gk [a](€)? > 0. The product G [a](€)?,
however, lives in Soi and the projection onto Sk, i.e. the pseudo-spectral product Q[a, a](€) is no
more guaranteed positive. Therefore, we have introduced the weaker assumption (A2).

4.2. Possible Loss of Hyperbolicity

Deterministic Euler and shallow water equations have distinct eigenvalues and genuinely nonlinear
or linearly degenerate characteristic fields. Furthermore, the systems are endowed with an entropy
and entropy flux pair [37]. Then, an entropy solution exists for any fixed time domain as long as
the total variation of initial values is sufficiently small [38, Th. 7.1].

It is an open problem if also the system (7@1{) admits an entropy. The assumption of genuine
nonlinearity can be weakend [39, 40, 38], but the eigenvalues of stochastic Galerkin formulations
coincide in general. Therefore, we expect that the existence of a solution cannot be guaranteed
for any fixed time domain. Without the introduction of Roe variables from [24] there would be no
existence and uniqueness result, since the system (é k) is in general not hyperbolic [33]. Furthermore,
positive definiteness of the matrix P(p) is also a problem for the system (C).

Theorem 3.2 guarantees a — possibly small — domain Ax around initial states, where the
system remains hyperbolic. However, it is not guaranteed that the solution exists for any time
domain. We can verify the hyperbolicity of system (7A3K) at least numerically in a simple way, as
described in the following section.

5. Numerical Discretization of Isothermal Euler Equations

We describe how to discretize the intrusive formulation (Rx).

5.1. Fluz Function for gPC Modes
Using Gaussian quadrature with n := [3(K + 1)| points z;, and weights @(xy), the norms ||¢[|r
and tensors My can be calculated exactly by

(b0, dib;)p = / D€ B )05 () AP = 3 dula )i (21 by ()b ().
k=1

We have shown in equation (19) that assumption Gi[a] > 0 P-a.s. implies (A2). Writing
P(@)ii(tw) = Y Grlal(t z; k) di(wr) o5 (wr) i (xx) (21)
k=1
we see that it suffices to assume

G [a](t,z;2) > 0 for all Gauss quadrature points {1, ...,2,}. (A4)

Thus, we can verify hyperbolicity easily by testing condition (A4) at finitely many points.
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5.2. Computing the Roe Variables

Because of the transform in Roe variables & = Y~1(§)) a nonlinear system P(&4)& = p and a linear
system P(&)F = ¢ must be solved. We solve the equations F(&) := P(&)& — p = 0 using Newton’s
method. The recursion reads

. . TS DU . 11,4 A \A .
Gnew = Gold — [DaF] (Gola) F(Go1a) = Gola — 573 !(Go1a) [P(aold)aold - P]

17, 1A A
= 5{0401(1 +P 1(0401d)P]-

Under the positive definiteness assumption the linear systems of equations can be solved efficiently
using e.g. the Cholesky decomposition of P(&).

5.8. Numerical Flux Function

Roe suggested in [26] to use a flux function of the form

A 174, . An 4+, . . R
F(ge, 90) = 5 [F(@e) + F@0)] + 5| A(@e.90)|@e — 9). (RoeFlux)
where @, g, denote cell averages. The Roe matrix A with absolute value |121| =X |75’22 ~! must

have the Roe properties:
(Roe 1) A(ge. 9r) (9 — 9r) = [(Ge) — F(9r)
(Roe 2) A(m, 9, ) is diagonalizable with real eigenvalues ﬁ(ge, Ur)
(Roe 3) A(fe, §r) — Dygf(§) smoothly as g¢, 9 — §

It is shown in [27, Sec. 14.2.4] for the deterministic case that the Jacobian evaluated at an averaged
velocity satisfies the Roe properties. Therefore, the Roe matrix should reduce for K =0 to

. _ 0 1 o _ /Pew(ye) + /Pru(yr)
A(yYe, yr) = <a2 — @2(ye, yr) 2U(ybyr)) with  w(ye, Yr) = NN (22)

))

The Roe matrix (22) depends only on the Roe variables, so we define A(wg, w,) = fl(y(wg), V(w.,
5271 (gl,r)

in the deterministic case. We extend this definition and write A(&g, @) with &g, =
also for the stochastic case.

Theorem 5.1 (Roe Matrix). Properties (Roe 1) — (Roe 3) are satisfied by the matriz

N ) 1 L Wt
A(Dg, @) = <a2 _P@) 27)&(&)) evaluated at @ = s (23)

if the positive definiteness assumption (A2) holds.
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A__Q'P(d) (0) 1 NN ~ Dg (L:J)(.:)_A
DgY(@w) = (P(B) P(&)) =3 [Dmy(we) + Da,y(wr)}, 5 =Y,
such that A(&g, @,) = DgF(@)[DgY] (@) and
S 2P (b1g)éry I
D&ey(wE)wr = (P(Bl)dr+7)(d€)3r> = Dw'r’y( 7‘) £
= Dad(@)(@ &) = 5 [Pa I (@0)Ge ~ Do, I(@n)n] =92 — 91, (24)
B (000G, — (Be)éur + P(6w) Br CDe PO
Do, F(e)r = (279(/30,@ 2a277(64£)07r> = Da. FGn )
= Dal(@)(Ge ~ &) = 5 [Da, F(Ge)oe — Do, F(@)5,] = flg0) — F@,). (29)

Then, we obtain the following properties:

(Roe 1) Since (A2) holds for P(&), the inverse [Dg Y]~ (@) exists. Equations (24) and (25) yield
A(@e, @) (e — 9r) = Do F'(@)[Dad] ™ (@) (9e — ) = f(Ge) — f(Gr)-
(Roe 2) This follows from Corollary 2 due to A(&yg, &,) = Dgf(g) for § == I(@).

(Roe 3) Tt follows directly from the structure of A(Qg, @,) and A(®,&) = Dg f(F).

O

A derivation of a Roe matrix for the full Euler equations has additional difficulties. We refer the
interested reader to [24], where property (Roe 3) is formulated in terms of the flux function in
Roe variables, i.e. A(@p, @p) = DgF (@) for &g, & — @. Then, the Roe properties are satisfied
for the Wiener-Haar expansion and for linear multiwavelets. The Roe matrix (23) satisfies the Roe
properties for any gPC expansions and in the case K = 0 it reduces to the deterministic case (22).

5.4. FEigendecomposition of the Jacobian

If there is an eigenvalue decomposition of the form P(&) = VDp(&)VT, the eigenvalue decom-
position of the matrix P, (@) is efficient, since eigenvectors are constant. The matrix Py (@) in
Corollary 2, however, is nonsymmetric for general gPC expansions. Thus, its eigenvalue decom-
position causes a computational overhead. This is the computational price that has to be paid to
guarantee hyperbolicity for arbitrary gPC expansions.

If the flow direction is unchanged and we have ¢(€)p~"72(¢) ~ Gk [B](€) > 0 P-a.s., then addition-
ally the matrix P(B) is strictly positive definite. Computational cost can be reduced by considering
the similar matrix Py (@), which has the same eigenvalues as the matrix P, (®). Lemma 3.3 states
that the similar matrix Py(&) is strictly positive definite if and only if P(j) is strictly positive
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definite. Thus, the cheaper Cholesky decomposition can be applied. This case can also be checked
by condition (A4).

5.5. FEigenvalue Estimate
In [18] the estimate for the spectral radius opax of the Jacobian

Omax [D@f(@(t,x))} < max {omax [Dyf(y(t, z; 5))” (26)

based on the random Jacobian of the underlying random conservation law is proven. It gives an
estimate for general quasilinear forms with no restriction on a particular basis. It shows that the
spectrum of the projected system is within the range of the random spectrum of the underlying
random system. This illustrates that the intrusive formulation is weaker than the strong formula-
tion (C(§)). This estimate is not meaningful for distributions with unbounded support, since the
right hand side may not be bounded. Furthermore, it is computationally expensive, since an opti-
mization problem has to be solved. Therefore, we modify the proof of [18, Th. 2.2] in the following
Corollary to state a cheaper estimate under the stronger assumption (A4).

Corollary 3 (Eigenvalue Estimate). Under assumption (A4) and with Gauss nodes x1,...,x, the
spectral radius of the Jacobian Dy f(§) is estimated by

Omax [Dﬁf(@)] < Dmax(d]) +a with

[ide@(m)} B [gﬁgcbg(xk)] ‘} < 0.

Dinax (@) = max {
=0

Proof. Assumption (A4) guarantees Dy ax (@) < 0o and
K
3 [Dmax(@)dg + /34 bo(xx) >0 forall k=1,...,n.
=0
Thus, as discussed in (19) and (21), the symmetric matrices Diax(@)P(&) + P(B) with entries

(Dmax(@)P(@) + P(B)) = < i [Dinaxéue £ Be] e, ¢i¢j>P (27)

2, =0

are positive semidefinite. The matrix P(B)P_l(d) is diagonalizable and the symmetric square
root P/?(&) exists. Lemma 3.3 yields for the symmetric matrices with entries (27) the equivalence

Dimax(@)P(&) £ P(B)
=P?(a) {Dmax(@)]l + 73_1/2(07)73(3)77_1/2(@)} P'2(&) positive semidefinite

& Duax(@) 2 0nax [PV@)PBIP ()] = e [PIAP(@)] = o[ Do(@)] . (28)
Due to Corollary 2 and estimate (28) we obtain

Omax [Dz)f(g)] = Omax [Df/(@)] +a< Dmax((f)) +a.
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5.6. Choice of the Numerical Method

An equidistant space discretization with Az > 0 is used to divide the space interval [0, Zenq] into
N cells such that Az N = xenq with centers z; = (j + %)Al‘ and edges x;_1/, = jAx. The discrete
time steps are denoted by t; := kAt for k € Ng. A variable time discretization At > 0 is chosen
such that the CFL-condition

CFL(&}) = j:Illft?j%N{ [\(aj?)‘} % <1 (29)
holds. Cell averages at t; are approximated by
Titl/2 Titl/2
de R Aix O(tg,x)dz  and Qf ~ Aix / §(ty, x) de.
Ti-1/2 Ti-1/2

We consider a first order discretization

At A A
gy =9f - (P ak) - P@).))

with numerical flux function ﬁ‘(ﬁg, ¥r). We may use the Roe flux (RoeFlux), which is deduced in
Corollary 3, the Lax-Friedrichs or local Lax-Friedrichs flux, i.e.

A NP PN At o
F(9e,9r) = 3 [f(ye) + f(yr)] =+ m(ye —9r), (LaxFriedrichs)
N Y 1 . . L
F(9e,9r) = 5 [f(ye) + f(yr)] + 2 max {U{Dyf(y) Q:gj}}(yg —9,). (LocalLaxFriedrichs)

An appropriate choice depends on the application and on numerical cost, which are strongly influ-
enced by the eigenvalue decomposition of the Jacobian (DﬁK), as discussed in Section 5.4. The
local Lax-Friedrichs flux (LaxFriedrichs) does not need the eigenvalue decomposition of the Jaco-
bian (DR k). The eigenvalue estimate in Corollary 3 is sufficient to satisfy the CFL-condition (29).
Thus, this choice would lead to a cheap numerical method. However, the classical Lax-Friedrichs
flux is quite dissipative and shocks would not be resolved properly.

For both the local Lax-Friedrichs flux (LocalLaxFriedrichs) and the Roe flux (RoeFlux) the
eigenvalue decomposition of the Jacobian (D7A€ k) must be determined. It is important to note that
the average in the Roe matrix (23) is with respect to the Roe variables &. This causes a noteworthy
computational overhead, since also the eigenvalue decomposition of the matrix P, (@) has to be cal-
culated. Therefore, we choose the time discretization At such that the CFL-condition CFL(CJ?) <1
is satisfied by the Roe average and we do not calculate the eigenvalue decomposition of the Jaco-
bian (D7A3K). This choice is justified by the properties (Roe 2) and (Roe 3). In this case, compu-
tational cost for the numerical flux functions (LocalLaxFriedrichs) and (RoeFlux) are similar.

Remark 3. An open problem is the use of high order schemes. In principle, our system may
be solved numerically with standard methods due to the hyperbolic and conservative formulation.
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In previous works [24, 16, 41, 21, 10] Roe-type and MUSCL-schemes have proven successful and
adaptivity in the stochastic space decreases computational cost significantly.

For small gPC truncations K we have also employed a high order Runge-Kutta discontinuous
Galerkin (RKDG) method, implemented in the MULTIWAVE [42, 43] software-package. This RKDG
scheme uses polynomial elements with the local Lax-Friedrichs flux and the minmod limiter [44].
As time discretization method we have used a strong stability-preserving Runge-Kutta method.
The performance is enhanced by a local multi-resolution based grid adaptation [45]. For larger gPC
truncations this high order RKDG numerical solver can wiolate the positive definiteness assump-
tion (A2). Probably, a special limiter designed for the intrusive formulation has to be developed
that preserves hyperbolicity.

6. Numerical Results for Isothermal Euler Equations

We illustrate the hyperbolic systems by comparing the strong and the intrusive formulation. Fur-
thermore, we show that the proposed Roe flux is less dissipative. Therefore, the matter of choice
are the numerical flux functions (LocalLaxFriedrichs) and (RoeFlux) with the relatively high CFL-
conditions CFL(Q?) =0.99, CF L(GJ?) =0.99 to exclude the possibility that the system or the
numerical method seems stable only due to large artificial numerical viscosities. Hyperbolicity of
the system (Rf) is verified numerically by condition (A4).

6.1. Strong Formulation

First, we consider the strong formulation (C(¢)) and focus on a shock tube problem, found
e.g. in [27, 46]. For a given left y, and right state y, with py > p,. >0 and q¢ = g, =0, the
solution consists of a rarefaction wave, moving with negative speed, and a shock wave with positive
speed. Both waves are connected by an intermediate state y,. The entropy solution, satisfying
the [46, Lax Entropy Condition], with initial values

Ye, T <tA\” (y£)7

vf(t, T), tA” < tA" (Ym R

y(0,2) = ye, <0 is solved by y(t,z) = uri(t, ) (ye) <z < (Ym) (30)
Yr, T > 0 Ym, t)\_(ym) <z <ts,

Yr, ts <x

. , _ pe— o/t 1
with rarefaction wave y.¢(t,2) = pe EXP( a ) <I [t + a> ’

intermediate state (Pm, qm)T =R (pm;Ye) such that R (pm;¥e) = ST (pm; Yr),

qr Pm\ /2
and shock speed s=—+ a(—) .
Pr Pr

The integral curve R~ and the Hugoniot locus ST are

T
- .t —(0-a1) — q _ [4
R™(1y) : RY 5 R, 0 R (6;) (9, o a@ln(p)) ,

T
+(.. . ot +(0.0N q _ Q 2
St(iy) : RF SR, 08 (9,y)—(9, 9p+a(6 p)(p) )
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Figure 1: Shock tube problem for (&) := (3 + o.5¢1(§),0)T, €~ U(-1,1) and ¥ (&) = (1,0)T, t = 0.5

In Figure 1 we consider a Riemann problem with uniformly distributed initial data

pe(&) ~U(p— V30, 11+ \/go) such that E[pe(§)] =p and  Var[pe(§)] = 2.

As illustrated by the 1.0-confidence region, which contains P-a.s. all realisations, densities are in
fact P-a.s. strictly positive. Then, the strong formulation (C(&)) is defined under assumption (A1)
as the unique intersection of integral curves and Hugoniot loci. Due to the symmetric perturbation
the mean of the initial data coincides with the median.

We distinguish the solution into quantiles (median, confidence region) and moments (mean,
variance). The edges of the 1.0-confidence region are the 0- and 1-quantile. Therefore, quantiles
have the same smoothness properties as the deterministic solution, i.e. quantiles are discontinuous,
too. For moments, however, the expectation operator causes a smoothing. Therefore, the mean
and variance are smooth even through the shock.

6.2. Intrusive Formulation

We consider again the shock tube problem, but now under the intrusive formulation (’ﬁ’,K) with
flux function (17). The Roe flux with Az = 2.5-107% and gPC expansion K = 6 is illustrated in
Figure 2. For all uniform cells we have generated 10* samples to estimate quantiles with MATLAB.
Moments are immediately given by gPC modes. While the rarefaction wave and the intermediate
state seem similar to the strong formulation in Figure 1, there is no longer a smooth expected shock.
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Figure 2: Intrusive formulation (R ) for ye(¢) = (3 + 0.5¢1(), o)T, &€ ~U(-1,1) and ¥ (€) = (1,0)T, t = 0.5

Similar results have been observed for Burgers’ equation in [29, Sec. 6.2]. We analyze the
regularity, which is determined by the gPC expansion, for the intrusive formulation likewise. To
investigate the structure of the waves observed in Figure 2, we compare in Figure 3 the solutions
for K =0,...,8. The deterministic solution, which corresponds to K = 0 is shown in the first sub-
plot. The last subplot shows a standard Monte-Carlo simulation with 10° samples. The solution
corresponding to a particular sample is again given in equation (30). We observe that the shock,
moving to the right, forms in the intrusive formulation (7A€K) a wave structure similar to a wave
package. To be detailed, the initial shock splits into several waves all moving with slightly different
speeds. Altogether 2(K + 1) waves can emerge from the Riemann problem. Note that when plot-
ting only one component, e.g. the mean, not all waves may be observable. This behaviour is also
expected to occur for a larger K, however on a smaller scale.
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Figure 3: Zoom on shock at ¢ = 0.5 with initial data ye(§) == (3 + 0.5¢1(§),0)T, &~ U(-1,1) and y. (&) = (1,0)T

The stochastic Galerkin approach aims to minimize the mean squared error (MSE)

MSE[ref] .= E [(ref — 0k [ref])Q} )

where ref(£) denotes a reference solution. Additionally, we state errors for the mean and the variance

E%E) [ref] == ‘E[ref] — E[Gk [ref]]

) Eg) [ref] == ‘Var [ref] — Var[G [ref]] ‘

These errors are approximated for each fixed point in space with a Monte-Carlo method with
10° samples to obtain the estimates 1\@, EA’%E), EA‘Q’). The Monte-Carlo method causes errors in
the order of 107 to 1073, but is trustworthy since the reference samples are given according to
equation (30). We use the L'- and L>-norms [ |-|dz and sup, | - | to obtain one value in space for
the rarefaction wave for x € (—0.75,0) and the shock for x € (0.55,0.75).

The rarefaction wave, moving to the left, has a similar shape as in the strong formulation. In-
deed, Table 1 hints that the truncation K = 2 is enough to obtain values which are in the magnitude
of Monte-Carlo errors. We have already seen in Figure 1 and Figure 3 that a deterministic shock
discontinuity may result in a stochastic setting as smooth expected value which is approximated by
a wave package. We observe from Table 2 a slow convergence against the reference solution.
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rarefaction wave and Li-norm

gPC truncation: K 0 1 2 3 4 5 6 7 8
EP 402 177 170 171 171 1.72 172 1.72 1.72
B 108.35 053 0.29 0.30 029 0.29 0.30 029 0.30
MSE 10846 0.1 0.03 0.02 0.02 0.02 0.02 0.02 0.02

rarefaction wave and LZ°-norm

gPC truncation: K 0 1 2 3 4 5 6 7 8
Eﬁ?) 597 3.11 3.17 3.19 3.20 3.22 3.23 3.23 3.24
Eg) 25.01 0.67 0.54 0.55 0.55 0.55 0.55 0.55 0.55
MSE 25.01 0.13 0.11 0.11 0.11 o0.11 0.11 0.11 0.11

Table 1: Monte-Carlo estimates EEP [ref] ~ ng [ref], EAQO [ref] ~ Eg) [ref], @[ref] ~ MSE][ref] for the rarefaction
wave z € (—0.75,0) illustrated in Figure 2; units in 1073 for Ll-norm, 10~2 for L°-norm

shock wave and L!-norm

gPC truncation: K 0 1 2 3 4 5 6 7 8
B 1720 839 641 502 411 343 291 252 222
B 12.63 3.75 2385 218 1.85 1.54 131 1.13 1.00
MSE 16.82 544 398 320 267 228 1.98 174 1.55

shock wave and LS°-norm

gPC truncation: K 0 1 2 3 4 5 6 7 8
5% 41.98 23.64 17.41 14.04 10.82 892 7.65 6.59 5.85
B 1822 13.61 832 7.6 597 4.83 4.04 3.46 3.04
MSE 35.61 16.89 11.17 9.7 745 620 511 4.42 3.98

Table 2: Monte-Carlo estimates Egﬂ [ref] ~ E%E) [ref], E‘g) [ref] ~ Eg) [ref], @[reﬂ ~ MSE[ref] for the shock
z € (0.55,0.75) illustrated in Figure 3; units in 1073 for L-norm, 102 for L°-norm

Next, we compare the formulations (Cx) and (R ) and show the gPC modes p(0.5,z). In the left
subplot, we revisit the case K = 2 from Figure 3, which is used as reference solution (black line). In
the right subplot, we use the initial values g, == (37 —0.3,—-0.03,0, 14.7, 9.8)T and g, = 9¢/3. For
these values the system (Cx) has complex eigenvalues, see [33]. This choice yields realisations in
both sub- and supersonic regimes. If the complex part of the eigenvalues of the Jacobian from (é ) is
neglected, one may apply the local Lax-Friedrichs flux. Still the CFL-condition may not be satisfied.
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The possibility of instabilities, when complex eigenvalues occur, is discussed in [17, Sec. 4]. We
include the simulation without Roe variable transform for comparison only.

In contrast, the Roe variable based system (Rg) remains hyperbolic. Both formulations are
solved with the local Lax-Friedrichs flux (green, blue). If the local Lax-Friedrichs flux is applied,
we observe for slow velocities (left subplot), almost no difference between both formulations. In
contrast for larger velocities (right subplot), when the influence of the nonlinear term 4¢”/, is more
important, there are differences. In both cases, the Roe flux (RoeFlux) yields a good resolution
of all waves. Figure 5 shows a zoom on the results of Figure 4 for a better comparison. Different
space discretizations are shown, which confirm advantages of the Roe flux.

density for shock tube problem
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Figure 4: left: g == (3,0.5,0,0,0,0)T, @y := (1,0,0,0,0,0)T; right: g := (3, —0.3,—-0.03,0,14.7,9.8)T; g, = 9e/3;
t=05
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local Lax-Friedrichs flux Roe flux
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Figure 5: Local Lax-Friedrichs flux versus Roe flux for Riemann problem with yg(&) = (3 +0.5¢1 ({),O)T and
yr(&) == (1,00T int =05

7. Summary

Stochastic Galerkin formulations for the p-system have been introduced and conditions that preserve
hyperbolicity have been presented. In particular for isothermal Euler equations, the resulting sys-
tem can be guaranteed hyperbolic for arbitrary polynomial chaos expansions. However, if positive
physical quantities are not represented appropriately, hyperbolicity of the stochastic Galerkin for-
mulation is lost. The hyperbolic structure of the presented systems has been illustrated numerically
and a Roe flux has been introduced. A first-order solver preserving the appropriate representation
of the positive quantities has been implemented.
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Appendix

Table 3 summarizes the notation and eigendecompositions.

symbol
deterministic ‘ stochastic
conserved variables || y = (p,q)T 9=1(p,q7T
Roe variables w=(a,B)" W= (@,B)T
Roe transform Vw)=y V(@) =9
flux function /W) Ji(A) —
Flw)=f(YWw)) F@)=f(Yw)
pressure law Plp)
m(a) = p(a?) 7 (&)
parameters a,g>0
admissible set p>0 Ag
Lebesgue space L2(Q,P)
orthogonal subspace Sk
gPC basis or(&), k=0,..., K
projection operator Grlyl, Gxly, v
cell averages g, @
Roe matrix A&, Gr)
numerical flux F (Te, Jr)
Galerkin product (%), P(a) =V(a)Dp(a)VT(a)
velocity ) = o ) =i | PO =POP@
Po(@) = P (&)P(B)P~(4)
Py(@) = Q@) Dy (@)@ (@)
eigendecompositions ﬁ(dA) A: VDx (AOA[)AVTA - — T
Dy f() = TA@T-1(y) | DO = PI@IA@PT@]
Dy f(9) = [Q@)T(®)]A@) [Q&)T(@)]
A=xDx!

Table 3: Notation and eigendecompositions
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Table 4 summarizes the relation of discussed systems and the corresponding assumptions satisfying
(A3) = (A4) = (A2), but (Al) =% (A2), (Al)= (A3), (Al) = (A4).

The stochastic systems for conserved (C(£)) and Roe variables (R(&)) require assumption (Al).
The truncated gPC expansion Ck(§) does not lead to a hyperbolic intrusive formulation. The
truncated expansion in terms of Roe variables Rk (§), however, results in the hyperbolic system R
if assumptions (A2) holds. The stronger assumptions (A3) is redundant. It implies the assumptions
(A2) and (A4), the latter one is used for an eigenvalue estimate and for checking hyperbolicity
numerically.

system | usage assumptions for hyperbolicity reference
c > 0 P-as.
©) strong formulation (A1) PlE) s
R > 0 P-a.s.
©) o) s Section 3
Ck (&) . not a hyperbolic system
truncated expansion
R
{{(E) (A2) | P(&) strictly positive definite
Ri gPC modes Theorem 3.2

not required

(A3) | Gilpl(€) > 0, Gx[a](€) > 0 P-as. || Section 4

assumption for eigenvalue estimate

numerical discretization
(A4) ‘ gK[a](Ik) >0Vk=1...,n Corollary 3

Table 4: Summary of systems and assumptions
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