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A MULTIGRID METHOD FOR UNFITTED FINITE ELEMENT
DISCRETIZATIONS OF ELLIPTIC INTERFACE PROBLEMS

THOMAS LUDESCHER∗, SVEN GROSS† , AND ARNOLD REUSKEN‡

Abstract. We consider discrete Poisson interface problems resulting from linear unfitted finite
elements, also called cut finite elements (CutFEM). Three of these unfitted finite element methods
known from the literature are studied. All three methods rely on Nitsche’s method to incorporate the
interface conditions. The main topic of the paper is the development of a multigrid method, based
on a novel prolongation operator for the unfitted finite element space and an interface smoother
that is designed to yield robustness for large jumps in the diffusion coefficients. Numerical results
are presented which illustrate efficiency of this multigrid method and demonstrate its robustness
properties with respect to variation of the mesh size, location of the interface and contrast in the
diffusion coefficients.
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1. Introduction. In this paper we consider the elliptic interface problem

−∇ · (µ∇u) = f in Ωi, i = 1, 2 (1.1a)

u = uD on ∂Ω (1.1b)

[[u]] = 0 on Γ (1.1c)

[[−µ∇u · n]] = 0 on Γ, (1.1d)

on a polygonal domain Ω = Ω1 ∪ Γ ∪ Ω2 ∈ Rd, d = 2, 3. The subdomains Ω1 and
Ω2 are separated by the interface Γ, i.e., Γ = Ω1 ∩ Ω2. For simplicity, we assume Γ
to be connected. The diffusion coefficient µ > 0 is assumed to be piecewise constant,
µ(x) = µi = const on Ωi, with µ1 6= µ2. The solution of problem (1.1) then exhibits a
kink at the interface Γ. For a mesh which is not aligned to the interface, standard finite
element methods can not approximate the solution u accurately. Starting with the
method introduced in [17], based on Nitsche’s method to incorporate the interface
conditions [25], several unfitted finite element methods, also called CutFEM, have
been studied. These methods yield an optimal order of convergence for this class
of elliptic interface problems. We refer to the recent overview paper [10] and the
references therein for a detailed discussion of these methods.

In this paper we introduce and analyze an efficient multigrid method for a class
of unfitted finite element methods. We restrict to piecewise linear finite elements.
Although several different unfitted finite element methods have been developed (cf.
[10]), almost all of these methods use the same unfitted finite element space V Γ

` ,
defined in (2.3). From the class of methods using this space we consider the following
three important representatives. Firstly, as discretization method we use the original
Nitsche unfitted finite element method [17], which was the starting point for the
development of several variants. In this method one has to select an appropriate value
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for a stabilization parameter. The second unfitted finite element Nitsche type method
that we consider, introduced in [21], is parameter-free. These first two methods are not
robust with respect to large jumps in the diffusion coefficient µ. Therefore, as third
representative we use the method from [11], which has strong robustness properties
w.r.t. variation of the coefficient jump µ1/µ2. This third method uses a so-called ghost
penalty stabilization [9], which again requires the selection of a stabilization parameter
value. We mention two further papers [3, 6] in which variants of these unfitted finite
element methods for interface problems are studied. In these papers a particular choice
of weights for the averaging operator (used in the Nitsche method) is introduced which
leads to very strong robustness properties both with respect to large jumps in µ and
the interface location. It turns out that for certain cut configurations and specific
diffusion coefficient ratios the Nitsche penalty parameter becomes arbitrarily large
(causing a corresponding condition number blow up for the stiffness matrix). This is
not the case for the method from [9], and therefore we focus on that method.

Unfitted finite element methods are rather popular in fracture mechanics [14]
(in that community these are often called extended finite element methods, XFEM).
In [7, 15], algebraic multigrid methods for that problem class are developed. The
performance of these methods for the interface problem (1.1c)-(1.1d) has not been
studied.

It is well known (cf. [10]) that the stiffness matrices resulting from such unfitted
finite element discretization methods may have a blow up in the condition number
due to an instability caused by arbitrarily small cuts. This blow up effect can be
avoided by a ghost penalty stabilization. As known from the literature, the methods
from [17, 21] may suffer from this blow up effect, whereas (due to the ghost penalty
stabilization) the method from [11] does not have this drawback. As we will see in
this paper, the multigrid method that we propose does not deteriorate if the condition
number blows up due to small cuts.

There are only very few papers that we know of in which efficient iterative solvers
for the discrete interface problems resulting from unfitted finite element methods are
treated. In [22] a preconditioner for the original Nitsche unfitted finite element method
[17] for (1.1) is developed which relies on a stable subspace splitting of the space V Γ

` .
This space is split into the standard linear finite element space and a complement
spanned by the cut basis functions. A block diagonal preconditioner is proposed that
leads to a bounded condition number uniformly in the mesh size and the location of
the interface. The condition number, however, deteriorates for larger jumps in the
diffusion coefficient.

There are several papers in which multigrid methods are presented for discretiza-
tions of (1.1) that differ from the unfitted finite element methods considered in this
paper. We mention a few of these. In [2, 1] a multigrid solver for the immersed in-
terface method (IIM) [23] is presented, which uses nine point stencils on regular grids
and a modified interpolation. A Krylov-accelerated multigrid method combined with
the IIM is presented in [12]. In [24] a preconditioner for the IIM is developed that
makes use of fast Poisson solvers. Recently, in [19] a geometric multigrid method has
been studied for a finite element variant (on structured grids) of the IIM. For the spe-
cial and simpler case, where the interface is aligned with the grid, a multigrid method
with a specific coarsening strategy, such that the interface is aligned with coarse grids
as well, is proposed in [27]. A multilevel preconditioner for a discontinuous Galerkin
discretization of large contrast elliptic interface problems, with an interface aligned
to the grid, is presented in [4].
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There are a few papers in which fast solvers for unfitted finite element methods
in the setting of fictituous domain techniques are treated, e.g. [5, 13].

To our knowledge an efficient geometric multigrid method for a class of unfitted
finite element discretizations of (1.1) has not been treated in the literature. In this
paper we present such a method. In this method there are two key ingredients that
make it different from a standard multigrid method (for the Poisson equation). The
first one is a novel prolongation operator that is tailor-made for the non-nested hier-
archy of unfitted finite element spaces. Furthermore, for the case with large jumps in
the diffusion coefficient we propose a smoothing procedure based on a combination of
a standard Gauss-Seidel smoother with a specific local (close to the interface) correc-
tion procedure. This then results in a multigrid solver which has arithmetic costs per
iteration comparable to a few matrix-vector multiplications and a contraction num-
ber (much) smaller than one uniformly in the mesh size, the location of the interface
and the jump in the diffusion coefficient (where the latter property holds only for
the robust discretization method from [11]). This optimality property is derived from
numerical experiments for the three unfitted finite element discretizations outlined
above.

The paper is organized as follows. In section 2 we introduce the three discretiza-
tion methods from [17, 21, 11] that are considered. In section 3 we explain the
multigrid method. In particular the new prolongation operator and a special (robust)
smoother are introduced. The performance of the proposed multigrid method for the
different unfitted finite element discretization methods is studied in section 4.

2. Unfitted finite element discretizations. In this section we describe three
known unfitted finite element methods. These methods are the original Nitsche based
CutFEM presented in [17] (section 2.1), a variant without Nitsche stabilization pa-
rameter from [21] (section 2.2), and a method from [11] which has better robustness
properties w.r.t. the jump in the diffusion coefficient µ across the interface. In the
first two methods we do not use any stabilization (e.g., ghost penalty) for improving
the in general very poor conditioning of the system matrix. In the third method a
ghost penalty stabilization is applied. All three methods use the same unfitted finite
element space V Γ

` , which is introduced below. We discuss certain elementary proper-
ties of the corresponding finite element isomorphism, which maps an element of V Γ

`

to its representation in a particular basis of V Γ
` . These properties are relevant for the

derivation of the prolongation and restriction operators in the multigrid method in
section 3.

Let {T`}, ` = 0, 1, . . . be a family of nested, quasi-uniform simplicial triangula-
tions of Ω which are not fitted to the interface Γ (` = 0 corresponds to the coarsest
level). The mesh size parameter corresponding to T` is denoted by h`. We introduce
the standard space of continuous piecewise linear finite elements with zero boundary
conditions

V` := { vh ∈ C(Ω) | vh|∂Ω = 0, vh|T ∈ P1 for all T ∈ T` }. (2.1)

The unfitted variant of the space V` is obtained by “cutting finite element functions
along Γ”. In practice an approximation Γ` ≈ Γ is used, which has a level dependent
accuracy. In a multigrid solver one then has to deal with level dependent interface
approximations Γ`, where the approximation on a coarse level may be significantly
different from the one on a fine level. This has to be taken into account in the
prolongation and restriction operators used in the multigrid method. Actually, this
is a key point in the particular multigrid method that we introduce in section 3. We

3



assume approximations Γ` ≈ Γ, ` = 0, 1, 2, . . . , where Γ` is a connected interface
approximation and define the set of cut elements T Γ

` := {T ∈ T` | measd−1(T ∩ Γ`) >
0}. We define a corresponding partitioning of the domain Ω = Ω`,1∪Γ`∪Ω`,2, with cut
subdomains Ω`,i and Γ` = Ω`,1 ∩ Ω`,2; cf. Figure 2.1. Using the restriction operators
to the subdomains Ω`,i

R`,iv =

{
v|Ω`,i on Ω`,i

0 on Ω \ Ω`,i
, i = 1, 2, (2.2)

we define the unfitted finite element space

V Γ
` = R`,1V` ⊕R`,2V`. (2.3)

Note that in general, due to Γ`−1 6= Γ`, these spaces are not nested. For a description
of the (nodal) basis in this space and the corresponding finite element isomorphism
(mapping functions to the vector of coefficients in the basis) it is convenient to use an
isomorphism between this unfitted finite element space V Γ

` and another finite element
space; cf. (2.5) below. For this we first need some further notation. We introduce the
extended domains Ωe`,i ⊃ Ω`,i

Ωe`,i := ∪{T ∈ T` | T ∩ Ω`,i 6= ∅ }, i = 1, 2,

(cf. Figure 2.1 for illustration).

Γ`

Ω`,1

a) Cut subdomain Ω`,1.

Γ`

Ωe`,1

b) Extended subdomain Ωe
`,1 on T`.

Fig. 2.1: Cut and extended subdomains.

We formulate assumptions on the interface approximations Γ` and the correspond-
ing extended subdomains Ωe`,i.

Assumption 1. For T`, Γ`, ` = 0, 1, . . . the following holds:
(A1) dist(Γ,Γ`) ≤ ch2

` ,
(A2) Ωe`,i ⊆ Ωe`−1,i, i = 1, 2,

(A3) For all T ∈ T` with T ∩ Γ` 6= ∅ (hence, T ∩ Ω`,i 6= ∅ for i = 1 and 2) this
intersection does not coincide with a subsimplex of T (a face, edge or vertex
of T ).

Remark 1. One particular choice for the approximate interface Γ` that is used
in most applications of CutFEM is based on piecewise linear interpolation. If Γ is
characterized as the zero level of some level set function φ, and I`φ is the piecewise
linear nodal interpolation in the finite element space V`, one defines Γ` := {x ∈
Ω | (I`φ)(x) = 0 }.

Remark 2. We briefly discuss Assumption 1. The assumption (A3), which is sat-
isfied in generic cases, is made to simplify the presentation and avoid technical details.
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The geometric accuracy assumption (A1) is made to guarantee optimal second order
discretization error bounds. The assumption (A2) is important for the construction of
the multigrid prolongation operator. The assumption formalizes that the coarse level
simplices in T`−1 that contain Γ` are the same as those containing Γ`−1. Or in other
words, if T Γ

`−1 denotes the subdomain formed by all simplices (on level ` − 1) which
are intersected by the interface approximation Γ`−1, then the interface approximation
Γ` on the next level remains in this subdomain. The assumptions (A1) and (A2) are
satisfied for the example discussed in Remark 1.

Corresponding to the extended subdomains we define the finite element spaces

V`,i := { (vh)|Ωe`,i | vh ∈ V` }, i = 1, 2. (2.4)

These are standard linear finite element spaces (on the triangulated domain Ωe`,i).

The standard nodal basis in V`,i is denoted by (ϕk`,i)1≤k≤n`,i and the corresponding
finite element isomorphism is given by

P`,i : Rn`,i → V`,i, P`,iui =

n`,i∑
k=1

uki ϕ
k
`,i.

One easily checks that

R` : V`,1 × V`,2 → V Γ
` , R`

(
uh,1
uh,2

)
:= R`,1uh,1 +R`,2uh,2 (2.5)

defines an isomorphism. As a first direct consequence of this we have that

{R`,iϕk`,i | 1 ≤ k ≤ n`,i, i = 1, 2 } (2.6)

is a basis of V Γ
` . This basis is convenient for the derivation of a multigrid prolongation

operator. Another useful basis of V Γ
` is introduced in section 3.2.

The natural finite element isomorphism PΓ
` : Rn`,1+n`,2 → V Γ

` is given by

PΓ
`

(
u1

u2

)
:= R`

(
P`,1u1

P`,2u2

)
, hence (2.7a)

(PΓ
` )−1R`

(
uh,1
uh,2

)
=

(
P−1
`,1 uh,1
P−1
`,2 uh,2

)
(2.7b)

holds. These relations will be useful for the construction of an appropriate multigrid
prolongation operator. One easily checks that for PΓ

` defined in (2.7a) and uh ∈ V Γ
` ,

the vector (PΓ
` )−1uh contains the coefficients of the representation of uh in the nodal

basis (2.6).

2.1. Nitsche based CutFEM. We briefly recall the method introduced in [17].
Below uh ∈ V Γ

` , (uh,1, uh,2) ∈ V`,1×V`,2 are always related by the isomorphism (2.5).
We use the averaging operator (on level `)

{{uh}} := (κ1uh,1 + κ2uh,2)|Γ` , uh ∈ V Γ
` ,

with κi = |Ti|
|T | , where Ti := T ∩ Ω`,i for T ∈ T`. The jump operator (on level `) is

defined by

[[uh]] := (uh,1 − uh,2)|Γ` , uh ∈ V Γ
` .
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The Nitsche CutFEM for discretization of (1.1) is as follows: determine uh ∈ V Γ
` such

that

ah(uh, vh) = l(vh) := (f, vh)Ω for all vh ∈ V Γ
` , (Nitsche)

with

ah(u, v) = a(u, v) +N c(u, v) +N c(v, u) +Ns
λN (u, v), (2.8)

a(u, v) := (µ∇u,∇v)Ω`,1∪Ω`,2 , (2.9)

N c(u, v) := ({{−µ∇u · n }̀}, [[v]])Γ` , (2.10)

Ns
λN (u, v) :=

λN
h`

([[u]], [[v]])Γ` . (2.11)

Note that the bilinear forms a(·, ·), N c(·, ·), Ns
λN

(·, ·) depend on the level ` through
the level dependent approximation Γ` ≈ Γ. The vector n` is the normal vector on Γ`
(defined a.e.). Symmetry of the bilinear form in (Nitsche) is clear and consistency,
continuity and coercivity are proved in [17]. The coercivity condition depends on the
choice of the penalty parameter λN which has to be taken “sufficiently large” (but
independent of `). Together with an optimal approximation property of the space V Γ

`

one obtains optimal order of convergence, i.e.

‖u∗ − uh‖0,Ω ≤ ch2
`‖u∗‖2,Ω1∪Ω2

, (2.12)

where u∗ ∈ H2(Ω1 ∪Ω2) is the solution of problem (1.1). The constant c in this error
bound is independent of ` and the location of Γ` (but depends on µ).

2.2. Parameter-free CutFEM. As mentioned in the previous section, the
choice of a sufficiently large penalty parameter λN is crucial for the coercivity of
the bilinear form ah(·, ·) used in the discretization (Nitsche). A drawback of the
Nitsche method (Nitsche) is that it requires this manually chosen stabilization pa-
rameter. Furthermore, if λN is chosen globally this may lead to overstabilization in
some parts of the domain. In [21] a variant of the Nitsche method is presented that
is parameter free. We briefly describe this method and refer to [21] for more details
and analysis of the method.

We use the bilinear forms defined in (2.9)-(2.11). The element bilinear forms, e.g.
aT (·, ·) corresponding to the element contribution to a(·, ·), are defined in the usual
way: a(·, ·) =

∑
T∈T` aT (·, ·). On cut elements T ∈ T Γ

` , Ti = T ∩ Ω`,i, a local lifting

operator LT : H1(T1 ∪ T2) → P1
0 (T1,2) is introduced, which maps into the space of

polynomials of degree 1 that are orthogonal to constants on each sub-element:

P1
0 (T1,2) := { v ∈ L2(T ) | v|Ti ∈ P1(Ti)/P0(Ti) for i = 1, 2 }.

The lifting operator is constructed such that it has the property

aT (LT (u), v) = N c
T (v, u) for all v ∈ P1

0 (T1,2). (2.13)

On uncut elements we set LT (·) = 0 and thus obtain the global lifting operator

L : H1(Ω1 ∪ Ω2)→
⊕
T∈T Γ

`

P1
0 (T1,2) with L(u)|T := LT (u).
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The parameter free bilinear CutFEM, which we call P-Nitsche, is as follows: determine
uh ∈ V Γ

` such that

ãh(uh, vh) = l(vh) := (f, vh)Ω for all vh ∈ V Γ
` , (P-Nitsche)

with

ãh(u, v) = a(u, v) +N c(u, v) +N c(v, u) + 2a(L(u),L(v)) +Ns
1 (u, v). (2.14)

Through the lifting defined in (2.13) the choice λN = 1, as indicated by Ns
1 (·, ·)

in (2.14), suffices to guarantee coercivity. Sufficient additional stability is implicitly
added by the term a(L(·),L(·)). A proof of consistency, coercivity and continuity can
be found in [21]. These properties imply the same error bound as in (2.12).

Remark 3. In assembling the stiffness matrix corresponding to the bilinear
form (2.14), for the evaluation of LT one has to solve the local systems in (2.13),
which requires the inversion of element matrices. Further implementational aspects
are discussed in [20, 21].

2.3. Coefficient-stable CutFEM. The methods introduced in section 2.1 and
2.2 are not robust with respect to large jumps in the diffusion coefficients, i.e. for
µmax/µmin � 1. Hence, we also consider the method from [11] which has better
robustness properties w.r.t. the variation of the coefficient jump µmax/µmin. In that
method the averaging operator is defined as

{{uh}}µ := (κµ1uh,1 + κµ2uh,2)|Γ` , uh ∈ V Γ
` ,

with harmonic weights

κµ1 =
µ2

µ1 + µ2
, κµ2 =

µ1

µ1 + µ2
, (hence, κµ1 + κµ2 = 1).

We emphasize the harmonic averaging by the subscript µ in the averaging operator.
It turns out that using these weights the method is not robust with respect to the
interface location, i.e., there occur instabilities due to “small cuts”. To recover the
stability, additional terms are included in the bilinear form, which are based on the
so-called ghost penalty stabilization [9]:

gh(uh, vh) :=

2∑
i=1

∑
F∈F`i

εg µi hF ([[∇uh,i · nF ]]F , [[∇vh,i · nF ]]F )F (2.15)

with a (constant) stabilization parameter εg > 0. Here, [[∇vh,i · nF ]]F denotes the
jump of the normal component of the piecewise constant function ∇vh,i across the
face F . The sets of faces only contain faces close to the interface and are defined as

F`i := {F ⊂ ∂T | T ∈ T Γ
` , F 6⊂ ∂Ωe`,i} for i = 1, 2.

An illustration for different triangulation levels is shown in Figure 2.2.

The resulting discretization method, which we call µ-Nitsche, is as follows: de-
termine uh ∈ V Γ

` such that

âh(uh, vh) = l(vh) := (f, vh)Ω for all vh ∈ V Γ
` , (µ-Nitsche)

7



Γ`−1

Ωe`−1,1

F`−1
1

a) Face set F`−1
1 (in red) on T`−1

Γ`

Ωe`,1

F`1

b) Face set F`
1 (in red) on T`

Fig. 2.2: Face sets for ghost penalty stabilization on different refinement levels.

with

âh(u, v) := a(u, v) +N c,µ(u, v) +N c,µ(v, u) +Ns
λµ(u, v) + gh(u, v),

N c,µ(u, v) := ({{−µ∇u · n }̀}µ, [[v]])Γ` ,

λµ :=
2µ1µ2

µ1 + µ2
λN .

The penalty parameter λµ is µ-dependent (with λN > 0 an `- and µ-independent
parameter value). In [11] the estimate |||u∗ − uh|||1,h,Ω ≤ ch‖u∗‖H2(Ω1∪Ω2) was proved
with norm definition

|||vh|||21,h,Ω :=

2∑
i=1

‖µ
1
2
i ∇vh,i‖

2
0,Ω + ‖{{µ}}

1
2
µ{{∇vh · nΓ}}‖2− 1

2 ,h,Γ
+ ‖{{µ}}

1
2
µ [[vh]]‖21

2 ,h,Γ
,

where ‖vh‖2± 1
2 ,h,Γ

:=
∑
T∈T Γ

`
h∓1
T ‖vh‖20,ΓT . This error bound can be combined with a

duality argument, resulting in an optimal error estimate as in (2.12).

3. Multigrid method. In this section we present an efficient multigrid solver
for the discrete problems resulting from (Nitsche), (P-Nitsche) or (µ-Nitsche). These
discretizations use the same unfitted finite element space V Γ

` .
For a multigrid solver we have to specify how restrictions and prolongations are

constructed and which smoother is used. We first address the restrictions. Given an
appropriate prolongation (explained below) p` (in matrix representation), we make
the canonical choice for the restriction, namely r` := pT` . The coarse grid matrices
are constructed by the usual procedure in geometric multigrid methods, namely direct
discretization on the coarser levels. Alternatively one could consider the construction
of coarse grid matrices by the Galerkin approach (A`−1 = r`A`p`). It turns out that
both methods yield similar results; cf. Remark 7. In the following two subsections we
discuss the prolongation operator and the smoother.

3.1. Prolongation operator. For the derivation and representation of the pro-
longation operator we use the basis (2.6). Recall that the unfitted finite element spaces
are not necessarily nested. We introduce a natural prolongation p` : V Γ

`−1 → V Γ
` . Note

that due to (A2) the spaces V`,i are nested in the sense that for w ∈ V`−1,i we have
w|Ωe`,i ∈ V`,i, i = 1, 2. We introduce the operator

IΓ
` : V`−1,1 × V`−1,2 → V`,1 × V`,2, IΓ

`

(
uH,1
uH,2

)
:=

(
IΓ
`,1uH,1
IΓ
`,2uH,2

)
(3.1)

8



with

IΓ
`,i : V`−1,i → V`,i, IΓ

`,iuH,i := uH,i|Ωe`,i , (3.2)

the natural embedding (by restriction) of a coarse level function uH,i (defined on
Ωe`−1,i) into V`,i. Hence for uH = R`−1(uH,1, uH,2)T ∈ V Γ

`−1 the prolongation

p`uH := R`IΓ
` R−1

`−1uH = R`
(
uH,1|Ωe`,1

, uH,2|Ωe`,2

)T ∈ V Γ
` (3.3)

is well-defined. The prolongation procedure is illustrated in Figure 3.1.

uH,1
uH,2

Γ`−1

a) R−1
`−1uH on T`−1

uh,1
uh,2

Γ`

b) R−1
` p`uH on T`

Fig. 3.1: Illustration of prolongation procedure.

Using the results in (2.7) we derive the matrix representation of this prolongation
operator. For this we use the matrix representation of the prolongation corresponding
to V`,i, i.e.

p`,i := P−1
`,i I

Γ
`,iP`−1,i.

Note that for this operator to be well-defined we need (A2), because for u ∈ Rn`−1,i

we have that w := P`−1,iu is defined (only) on Ωe`−1,i; due to (A2) we have that

P−1
`,i I

Γ
` P`−1,iu = P−1

`,i w|Ωe`,i is well-defined.

Lemma 3.1. For the prolongation in (3.3) the following holds:

p`P
Γ
`−1

(
uH,1
uH,2

)
= PΓ

`

(
p`,1uH,1
p`,2uH,2

)
for

(
uH,1
uH,2

)
∈ Rn`−1,1+n`−1,2 . (3.4)

Proof. Take

(
uH,1
uH,2

)
∈ Rn`−1,1+n`−1,2 and

uH := PΓ
`−1

(
uH,1
uH,2

)
= R`−1

(
P`−1,1uH,1
P`−1,2uH,2

)
,

where in the last equality we used (2.7a). Hence, from (3.3) and (2.7b) we get

p`P
Γ
`−1

(
uH,1
uH,2

)
= p`uH = R`IΓ

`

(
P`−1,1uH,1
P`−1,2uH,2

)
= PΓ

`

(
P−1
`,1 I

Γ
`,1P`−1,1uH,1

P−1
`,2 I

Γ
`,2P`−1,2uH,2

)
= PΓ

`

(
p`,1uH,1
p`,2uH,2

)
,

which proves the result.
As a direct corollary we obtain that the matrix representation of the prolongation in
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(3.3), i.e., p` = (PΓ
` )−1p`P

Γ
`−1, is given by

p`

(
uH,1
uH,2

)
=

(
p`,1uH,1
p`,2uH,2

)
for

(
uH,1
uH,2

)
∈ Rn`−1,1+n`−1,2 . (3.5)

This is the prolongation used in the multigrid solver. It has the following interesting
(and at first sight maybe surprising) property. The prolongation in matrix represen-
tation only requires p`,iuH,i, i = 1, 2, where p`,i is the prolongation corresponding to
V`,i. This p`,i does not depend on Γ`−1 or Γ` and is just the simple interpolation used
in a standard setting of nested finite element spaces, without any cutting procedures
involved. For the matrix-vector representation of the discrete problems we use another
basis as the one in (2.6), which will be introduced in the next section. The matrix
representation of the prolongation (in the basis (2.6)) can easily be transformed to
this other basis.

3.2. Smoothers. Before we explain the smoother we first introduce the stiffness
matrix corresponding to the discretization methods described in section 2. In XFEM
one usually chooses a basis of the space V Γ

` that differs from the one in (2.6). For the
matrix-vector representation of the unfitted finite element discretization we also use
this alternative basis, which we now introduce. Recall that (ϕk`,i)1≤k≤n`,i denotes the

standard nodal basis in V`,i; cf. (2.4). The vertex corresponding to ϕk`,i is denoted by
xk,i. Let Vi be the set of those vertices in Ω`,i that correspond to exactly two degrees
of freedom in V Γ

` (namely in V`,1 and V`,2). We define:

Bi := {ϕk`,i | xk,i ∈ Ω`,i }, BΓ
i := {ϕk`,i|Ω\Ω`,i | xk,i ∈ Vi }, i = 1, 2. (3.6)

Note that B1 ∪ B2 is the nodal basis in the standard finite element space V` (2.6).
The disjoint union B1 ∪ B2 ∪ BΓ

1 ∪ BΓ
2 is a basis of V Γ

` , which we call XFEM basis.

The corresponding finite element isomorphism is denoted by P̃Γ
` : Rn`,1+n`,2 → V Γ

` .
It is easy to transform between this XFEM basis and the one given in (2.6). For the
matrix-vector representation of the discretizations we use the XFEM basis. Hence,
the stiffness matrix A` ∈ R(n`,1+n`,2)×(n`,1+n`,2) for (Nitsche) is defined by (with 〈·, ·〉
the Euclidean scalar product)

〈A`u,v〉 = ah(P̃Γ
` u, P̃Γ

` v), u,v ∈ Rn`,1+n`,2 , (3.7)

and similarly for (P-Nitsche) and (µ-Nitsche).
Remark 4. Clearly there is an issue related to “small cuts”. In [26] for the case

of the XFEM basis it is shown that the poor conditioning of this basis with respect to
the L2-scalar product can be eliminated by a simple scaling. More precisely, let M` be
the mass matrix formed by the L2(Ω) scalar product of the XFEM basis functions and
D` := diag(M`). Then D−1

` M` has a uniformly bounded spectral condition number,
where the uniformity holds both with respect to the refinement level ` and the way
in which the triangulation is intersected by the (approximate) interface Γ`. Such
a robustness property w.r.t. the location of Γ` does in general not hold for the
diagonally scaled stiffness matrix. In particular in the discretizations (Nitsche) and
(P-Nitsche) there are no (e.g. ghost penalty type) stabilizations that yield robustness
of the conditioning of the stiffness matrix A` w.r.t. the location of the interface. This
effect is illustrated in Remark 5. Despite this possibly very poor conditioning, the
multigrid solver introduced below has a contraction number that is small uniformly in
the level number `, the interface location and (for the method (µ-Nitsche)) the jump
in the diffusion coefficient.
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Concerning the choice of the smoother we distinguish two problem classes. If the
quotient of the largest and smallest diffusion coefficient is moderate, i.e., µmax/µmin =
O(1), we use a standard Gauss-Seidel smoother. From the experiments we see that
this yields satisfactory results. If, however, this quotient is increased we observe a
deterioration of the rate of convergence.

For the case of large coefficient jumps µmax/µmin � 1 we propose a modification
in which an additional local error damping procedure is included that acts only close
to the interface. One obvious possibility, used also in multigrid methods in other
settings, is to apply local smoothing (cf.[8, 16, 18]), in our case that would correspond
to adding extra Gauss-Seidel smoothing iterations at grid points close to the interface.
From experiments we see that this then results in a fairly efficient multigrid solver,
also for larger diffusion quotient ratios. We propose, however, another local correction
procedure which results in a solver with (even) better performance. This smoother,
which we call “Gauss-Seidel with interface correction” (GS-IC), is based on a simple
domain decomposition approach and is explained below.

Gauss-Seidel with interface correction. The smoother (on level `) needs
only information from the discretization on level `. To simplify notation, in the
remainder of this section we delete the level index `. The set of those vertices in Ωi
that correspond to exactly two degrees of freedom is denoted by Vi = {x1,i, . . . , xmi,i}.
Let IΓ ⊂ {1, . . . , n1 + n2} be the subset which contains the (global) numbering of

the unknowns corresponding to the vertices in ∪i=1,2Vi and RΓ : Rn1+n2 → R|IΓ| the
matrix representation of the corresponding injection. Note that |IΓ| = 2(m1 + m2).
With that we define the local interface matrix

AΓ = RΓA (RΓ)T ∈ R|I
Γ|×|IΓ|, (3.8)

which is the part of the full stiffness matrix A corresponding to the degrees of freedom
“close to” the interface. We propose a local interface correction smoother in the spirit
of a multiplicative Schwarz smoother, where first a standard smoothing, e.g. Gauss-
Seidel, is performed on the entire domain followed by a correction for the interface
unknowns.

Algorithm 1 Gauss-Seidel with interface correction (GS-IC)

1: function SCΓ (xn,b, A)

2: xn+ 1
2 = S(xn,b, A) . perform standard smoothing

3: r = Axn+ 1
2 − b . new residual

4: xn+1 = xn+ 1
2 − (RΓ)T (AΓ)−1RΓr . interface update

5: return xn+1

6: end function

Systems with the matrix AΓ can be solved (approximately) with arithmetic costs
that are (very) low compared to the costs of the Gauss-Seidel iteration in step 2. This
will be further addressed in section 3.3.

3.3. Analysis of local interface matrix AΓ. In the case of moderate or large
coefficient jumps we propose to use the GS-IC smoother. For moderate coefficient
jumps the discretization methods (Nitsche) and (P-Nitsche) yield satisfactory results.
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Below, in section 3.3.1 it is shown that for these methods the spectral condition
number of the diagonally preconditioned matrix AΓ is bounded independent of the
level ` and of the location of Γ in the triangulation. From numerical experiments
(cf. section 4) we see that a fixed (independent of `) low number of (preconditioned)
conjugate gradient (CG) iterations is sufficient for the approximate solution of the
linear system in step 4 of GS-IC. Since the number of unknowns in the AΓ-system is
much lower than the total number of unknowns, |IΓ| � n1 +n2, and AΓ has the same
sparsity pattern asA, we thus obtain a very efficient realization of the GS-IC smoother.
The condition number of the diagonally preconditioned matrix AΓ depends on the size
of the coefficient jump. For very large jumps the condition numbers are very large
and one needs (too) many CG iterations. In such a case the discretization method
(µ-Nitsche) is significantly better than the other two. For the linear system resulting
from this method we propose to use the multigrid solver with GS-IC smoother and
in step 4 we apply a sparse direct solver. This still is an efficient smoother as further
explained in section 3.3.2.

3.3.1. Conditioning of matrix AΓ. For an analysis of conditioning properties
of the matrix AΓ ∈ R|IΓ|×|IΓ| it is convenient to introduce the corresponding represen-
tation on the finite element space V Γ (we delete the level index `). To each xk,i ∈ Vi
there corresponds one standard nodal finite element function and one cut finite ele-
ment basis function. These are denoted by ϕki and ϕki,Γ := (ϕki )|(Ω\Ωi), respectively

(1 ≤ k ≤ mi). We introduce the (local) subspaces of V Γ:

W0 := span{ϕki | k = 1, . . . ,mi, i = 1, 2 }
V ex
i := span{ϕki,Γ | k = 1, . . . ,mi }, i = 1, 2, W1 := V ex

1 ⊕ V ex
2 (3.9)

Vloc :=W0 ⊕W1 ⊂ V Γ.

For the finite element isomorphism w.r.t. the XFEM basis P̃Γ : Rn1+n2 → V Γ we
have, per construction, that P̂Γ : R|IΓ| → Vloc is an isomorphism and the local matrix
AΓ in (3.8) is the matrix representation of ah(·, ·) restricted to Vloc:

〈AΓu,v〉 = ah(P̂Γu, P̂Γv), for all u,v ∈ R|I
Γ|.

For the analysis of the spectral condition number of AΓ we will use the key property
(explained in more detail below) that the splitting Vloc =W0⊕W1 is a stable splitting
w.r.t. ah(·, ·). The restrictions of P̂Γ to the subspace Ws are denoted by P̂s, s = 0, 1:

P̂0 :Rm1+m2 →W0, P̂0û :=

2∑
i=1

mi∑
k=1

ûki ϕ
k
i ,

P̂1 :Rm1+m2 →W1, P̂1ũ :=

2∑
i=1

mi∑
k=1

ũki ϕ
k
i,Γ.

The unknowns in IΓ are numbered accordingly, taking first the unknowns correspond-
ing to W0 and then those corresponding to W1. This is denoted by the partitioning

R|IΓ| 3 u =

(
û
ũ

)
. We write Vloc 3 u = P̂Γu = P̂0û+ P̂1ũ =: û+ ũ ∈ W0 +W1 for the

splitting of a finite element function. Also the matrix D := diag(AΓ) is partitioned
accordingly, i.e.,

D =

(
D0 ∅
∅ D1

)
, and 〈Du,u〉 = 〈D0û, û〉+ 〈D1ũ, ũ〉.
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We introduce a representation of the Jacobi preconditioner Ds in the subspace Ws,
i.e., Bs : Ws →Ws such that

(Bsw, z)L2 := 〈DsP̂
−1
s w, P̂−1

s z〉 for all w, z ∈ Ws, s = 0, 1.

For arbitrary u ∈ R|IΓ|, u 6= 0, we then have

〈AΓu,u〉
〈Du,u〉

=
ah(u, u)

(B0û, û)L2 + (B1ũ, ũ)L2

.

We now first consider the standard Nitsche bilinear form ah(·, ·) used in (Nitsche).
In [22], for the two-dimensional case d = 2 the following stable splitting property is
derived: there exists a constant K > 0, independent of the discretization ` and of how
the triangulation is intersected by Γ such that

K
(
ah(û, û)+ah(ũ, ũ)

)
≤ ah(u, u) ≤ 2

(
ah(û, û)+ah(ũ, ũ)

)
∀ u = û+ũ ∈ Vloc. (3.10)

From numerical experiments (given in [22]) and further theoretical results it is ex-
pected that this result is also valid for d = 3. We thus obtain

〈AΓu,u〉
〈Du,u〉

∼ ah(û, û) + ah(ũ, ũ)

(B0û, û)L2 + (B1ũ, ũ)L2

,

where the ∼ is used to denote that there are inequalities between the terms on both
sides with strictly positive constants independent of the discretization ` and of how
the triangulation is intersected by Γ. It is easy to show (cf. Lemma 4.2 in [22]) that
the Jacobi preconditioner and ah(·, ·) are spectrally equivalent onW1 (in fact even on
the two subspaces V exi of W1):

ah(ũ, ũ)

B1(ũ, ũ)L2

∼ 1 for all ũ ∈ W1. (3.11)

The proof of this result in [22] holds for both d = 2 and d = 3. It remains to derive a
similar spectral equivalence on W0. Such a result is given in the following lemma.

Lemma 3.2. The spectral equivalence

ah(û, û)

B0(û, û)L2

∼ 1 for all û ∈ W0 (3.12)

holds.
Proof. Take w ∈ W0. We write w =

∑2
i=1

∑mi
k=1 w

k
i ϕ

k
i =:

∑
i,k w

k
i ϕ

k
i , and

P̂−1
0 w = w = (wki )1≤i≤2,1≤k≤mi . Because w is continuous we have ah(w,w) =
a(w,w) =

∫
Ω
µ(∇w)2 dx. Due to the finite overlap property of finite element nodal

functions we have

ah(w,w) .
∑
i,k

(wki )2

∫
Ω

µ
(
∇ϕki

)2
dx = 〈D0w,w〉

and thus

ah(w,w) . (B0w,w)L2 (3.13)

holds, which yields the “.” inequality in (3.12). The constant in . depends only on
shape regularity properties of the triangulation. For every vertex xk,i ∈ Vi, i = 1, 2,
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Fig. 3.2: Node sets V1 and V2 with corresponding simplices Tk,1 and Tk,2 .

k = 1, . . . ,mi, we can select a simplex Tk,i ∈ T such that: 1. xk,i is a vertex of Tk,i,
2. at least one vertex of Tk,i is not in V1 ∪ V2, 3. Tk,i ∩ Tm,j = ∅ if (k, i) 6= (m, j).
See Figure 3.2 for illustration. Below we use (different) strictly positive constants,
denoted by c, which depend only on the shape regularity of the triangulation. Note
that for w ∈ W0 the local linear function w|Tk,i has a zero value at at least one vertex
of Tk,i, and thus

∇w|Tk,i · ∇w|Tk,i ≥ c
(w(xk,i)

h

)2

.

Hence,

ah(w,w) =

∫
Ω

µ∇w · ∇w dx ≥ µmin

∑
i,k

∫
Tk,i

∇w · ∇w dx

≥ µminch
−2
∑
i,k

|Ti,k|w(xk,i)
2

≥ µminch
d−2

∑
i,k

w(xk,i)
2 = µminch

d−2〈w,w〉.

(3.14)

For the diagonal matrix D0 we have

(D0)(k,i),(k,i) = ah(ϕki , ϕ
k
i ) ≤ µmax

∫
Ω

(∇ϕki )2 dx ≤ µmaxch
d−2,

and thus

(B0w,w)L2 = 〈D0w,w〉 ≤ µmaxch
d−2〈w,w〉.

Combining this with (3.14) we obtain the “&” estimate in (3.12).

From these results it follows that for the standard Nitsche method the resulting local
interface matrix AΓ has the property

〈AΓu,u〉
〈Du,u〉

∼ 1 for all u ∈ R|I
Γ|, u 6= 0. (3.15)

Hence, the diagonally preconditioned local interface matrix D−1AΓ has a uniformly
(w.r.t. discretization level and interface position) bounded condition number. A
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standard conjugate gradient method can be used as an efficient approximate solver
for the system occurring in step 4 of the GS-IC preconditioner.

We now briefly address the parameter-free CutFEM, with bilinear form ãh(·, ·)
as in (P-Nitsche). In [21] it is shown that ãh(·, ·) ∼ ah(·, ·) on the unfitted finite
element space V Γ

` holds. Hence, the conditioning results derived above for the local
interface matrix AΓ resulting from ah(·, ·) (i.e., standard Nitsche) also hold for ãh(·, ·)
(parameter-free Nitsche).

These results on the conditioning of AΓ are illustrated in section 4.3; cf. Table
4.9 and Table 4.10.

3.3.2. Direct sparse solver for AΓ. We discuss the computational complexity
of solving AΓx = RΓr in step 4 via a sparse direct solver. We consider d = 3 and
assume that Γ is simply connected (as in the examples in section 4). The number
of unknowns in the system A`u = b` is of order O(h−3

` ) and the computational
costs of one Gauss-Seidel smoothing iteration is also O(h−3

` ). The local interface
matrix AΓ has dimension |IΓ| × |IΓ|, with |IΓ| = O(h−2

` ). Assume that the vertices
xk,i, i = 1, 2, k = 1, . . . ,mi, are ordered with a breadth first search traversal of
the corresponding triangulation (starting from an arbitrary vertex). The standard

finite element mass matrix (with this ordering), i.e., M ∈ R 1
2 |I

Γ|× 1
2 |I

Γ| with entries
M(k,i),(m,j) =

∫
Ω
ϕki ϕ

m
j dx has a bandwidth of size O(h−1

` ). In the system AΓx =

RΓr we use a blocking of the unknowns with at each vertex xk,i the two unknowns
corresponding to ϕki and ϕki,Γ; cf. (3.9). Hence, the matrix AΓ has a block-structure
with

(AΓ)(k,i),(m,j) =

(
ah(ϕmj , ϕ

k
i ) ah(ϕmj,Γ, ϕ

k
i )

ah(ϕmj , ϕ
k
i,Γ) ah(ϕmj,Γ, ϕ

k
i,Γ)

)
.

Since for all three discretization methods M(k,i),(m,j) = 0 (disjoint supports of the
basis functions) implies (AΓ)(k,i),(m,j) = 0, it follows that AΓ has a bandwidth of

size O(h−1
` ). Thus the computation of a sparse Cholesky factorization of AΓ requires

O(h−3
` ) arithmetic operations, which is of the same order of magnitude as the costs

for one Gauss-Seidel iteration. A numerical illustration of this optimal computational
complexity for the sparse direct solver is given in section 4.3, cf. Table 4.11.

4. Numerical experiments. In the numerical experiments we use the domain
Ω = [0, 2]3 and two different types of interfaces Γ (cf. Figure 4.1):

• planar interface: Γplan(xΓ) := {(x, y, z)T ∈ Ω | x = xΓ},
• spherical interface. For given m ∈ R3, r > 0, we define the level set function
φ(x) := ‖x−m‖22−r2 and Γspher(r,m) := {x ∈ Ω | φ(x) = 0 } . Unless stated
otherwise, we use m = (1.03, 1.02, 1.01), r = 0.413.

The initial mesh T0 is quasi-uniform with 6 · 43 tetrahedra and T` for ` > 1 is
obtained by uniform refinement of T`−1, i.e. |T`| = 8·|T`−1|. For the spherical interface
the interface approximation in the experiments is given by Γ` = {x ∈ Ω | (I`+1φ)(x) =
0}, with I`+1 the nodal interpolation in the standard finite element space V`+1. This
isoP2 choice (instead of the linear interpolation on the current mesh T`) is motivated
by the fact that the level set function φ is a P2 finite element function. We obtain very
similar results if we use I`φ instead of I`+1φ. This interface approximation satisfies
(A1), (A2) in Assumption 1.

In all experiments the stiffness matrix corresponds to the XFEM basis (3.6) and
the prolongation matrix (3.5) is transformed to this basis.
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Γplan

Ω1 Ω2

µ2 = 1

a) Planar interface.

Γspher

Ω1

Ω2 µ2 = 1

b) Spherical interface.

Fig. 4.1: Sketch of the problem domains.

4.1. Discretization error. For testing the proposed discretizations (Nitsche),
(P-Nitsche) and (µ-Nitsche) we consider the case with Γspher, with a prescribed solu-
tion

u∗ = α(x) (‖x−m‖22 − r2), with α(x) :=

{
µ2 for x ∈ Ω1,

µ1 for x ∈ Ω2.

We use µ2 = 1 for all experiments.
Hence, u∗ fulfills the equations (1.1a)–(1.1d) when setting uD = u∗ and f =

−6µ1µ2. Table 4.1–4.3 show the convergence results for various choices of µ1 on
different refinement levels for the three discretizations. As measure for the convergence
we use the L2-error e(`) := ‖uh` − u∗‖0,Ω.

µ1 = 0.9 µ1 = 0.1 µ1 = 10−3 µ1 = 10−5

` e(`) e.o.c. e(`) e.o.c. e(`) e.o.c. e(`) e.o.c.

0 3.27E-01 4.83E-02 4.38E-02 4.41E-02
1 8.20E-02 2.00 1.69E-02 1.51 4.07E-02 0.11 4.42E-02 0.00
2 2.05E-02 2.00 3.98E-03 2.09 2.51E-02 0.69 3.46E-02 0.35
3 5.14E-03 2.00 9.47E-04 2.07 8.58E-03 1.55 2.01E-02 0.78
4 1.28E-03 2.00 2.27E-04 2.06 1.72E-03 2.31 1.05E-02 0.94

Table 4.1: L2-errors for uh` obtained by (Nitsche) with λN = 10 for various choices
of µ1 with corresponding convergence order. Spherical interface.

The methods (Nitsche) and (P-Nitsche) show optimal order of convergence only
for modest contrast in the viscosities, whereas (µ-Nitsche) is robust for the whole
range (that we considered). We obtain similar results when varying µ1 instead of µ2

and keeping µ2 fixed, and therefore those tables are not included here.
Remark 5. For the case µ1 = 0.1 we computed the condition numbers on the

levels ` = 3 and 4 for the three methods. For the stiffness matrices corresponding
to the discretizations (Nitsche), (P-Nitsche), (µ-Nitsche) the condition numbers for
` = 3 are 4.5 · 109, 4.2 · 109 and 3.7 · 103, and for ` = 4 these are 3.1 · 1010, 2.9 · 1010

and 3.9 ·103. This illustrates the poor conditioning due to small cuts, for the methods
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µ1 = 0.9 µ1 = 0.1 µ1 = 10−3 µ1 = 10−5

` e(`) e.o.c. e(`) e.o.c. e(`) e.o.c. e(`) e.o.c.

0 3.26E-01 4.40E-02 4.21E-02 4.41E-02
1 8.19E-02 2.00 1.36E-02 1.69 3.27E-02 0.36 4.37E-02 0.01
2 2.05E-02 2.00 3.45E-03 1.98 1.07E-02 1.60 3.35E-02 0.38
3 5.14E-03 2.00 8.66E-04 2.00 2.16E-03 2.31 1.80E-02 0.89
4 1.28E-03 2.00 2.16E-04 2.00 3.79E-04 2.51 7.29E-03 1.31

Table 4.2: L2-errors for uh` obtained by (P-Nitsche) for various choices of µ1 with
corresponding convergence order. Spherical interface.

µ1 = 0.9 µ1 = 0.1 µ1 = 10−3 µ1 = 10−5

` e(`) e.o.c. e(`) e.o.c. e(`) e.o.c. e(`) e.o.c.

0 3.26E-01 4.59E-02 2.49E-02 2.49E-02
1 8.44E-02 1.95 1.65E-02 1.47 1.32E-02 0.91 1.32E-02 0.91
2 2.08E-02 2.02 4.00E-03 2.05 3.14E-03 2.08 3.14E-03 2.08
3 5.18E-03 2.01 9.47E-04 2.08 7.24E-04 2.12 7.23E-04 2.12
4 1.29E-03 2.01 2.28E-04 2.05 1.70E-04 2.09 1.70E-04 2.09

Table 4.3: L2-errors for uh` obtained by (µ-Nitsche) with stabilization parameter
εg = 0.1 and λN = 10 for various choices of µ1 with corresponding convergence order.
Spherical interface.

without ghost penalty stabilization. It is known from the literature that for linear
(cut) finite elements this deterioration can be strongly damped by diagonal scaling
of the stiffness matrix. If we consider the diagonally scaled stiffness matrix of the
three methods the condition numbers for ` = 3 are 4.1 · 102, 4.9 · 102 and 7.6 · 102

respectively, and for ` = 4 these are 1.6 · 103, 1.9 · 103 and 3.1 · 103.

4.2. Multigrid solver for small coefficient jumps. We present results of
experiments with the multigrid method introduced in section 3. First, we consider
the discretizations without additional stabilization, i.e. (Nitsche) and (P-Nitsche),
which, due to a lack of robustness with respect to the interface location, may result
in (very) poorly conditioned system matrices. Every multigrid iteration consists of
one V-cycle with 2 pre- and post-smoothing steps of the Gauss-Seidel smoother. The
iteration is stopped once a relative residual (in the Euclidean norm) of 10−8 is reached.
We first consider the problem (1.1) with a planar interface. In this case there is no
error in the interface approximation and Γ` = Γplan on all levels. Therefore the finite

element spaces are nested, i.e. V
Γ`−1

`−1 ⊂ V Γ`
` for ` = 1, 2, . . ., and the prolongation

corresponds to simple injection based on the nesting of the spaces.

We conduct the experiments with xΓ = 1.321 for Γplan, the right-hand-side f =
xyz and boundary data uD = 0 in problem (1.1). Table 4.4 shows the multigrid
iteration numbers for (Nitsche) with λN = 10 and varying µ-ratios.
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` µ1 = 0.9 µ1 = 0.5 µ1 = 0.1 µ1 = 0.01

1 8 10 31 72
2 10 10 24 127
3 11 11 36 297
4 11 11 25 219

Table 4.4: (Nitsche): Multigrid iteration numbers for various coefficient ratios and
fixed xΓ = 1.321.

We observe that for moderate coefficient jumps the multigrid iteration numbers
are essentially independent of the discretization level. However, the (Nitsche) dis-
cretization requires the penalty parameter λN which has a strong influence on the
iteration numbers. The influence of λN is illustrated in Table 4.5 for a fixed dis-
cretization level ` = 2 and the moderate coefficient ratio µ1/µ2 = 0.5.

λN 1 10 20 100 1000

iterations 11 10 13 43 143

Table 4.5: Multigrid iteration numbers for different λN and fixed xΓ = 1.321, ` = 2
and µ1 = 0.5.

Due to the strong dependence of the multigrid iteration numbers on λN , we repeat the
experiment from Table 4.4 but change the discretization from (Nitsche) to (P-Nitsche)
where the penalty term is implicitly determined.

` µ1 = 0.9 µ1 = 0.5 µ1 = 0.1 µ1 = 0.01

1 8 8 18 93
2 10 10 12 77
3 10 10 16 144
4 11 11 15 99

Table 4.6: (P-Nitsche): Multigrid iteration numbers for various coefficient ratios and
fixed xΓ = 1.321.

The iteration numbers in Table 4.6 are almost identical to the ones in Table 4.4 for
the coefficient jumps µ1/µ2 ∈ {0.9, 0.5} and are more robust for larger contrast. Due
to the benefits of the parameter-free discretization method (P-Nitsche), in the exper-
iments below for the discretizations without stabilization we restrict to this method.

Approximate interface. In the above experiments the interface Γ was linear
and hence on the different levels ` we have Γ` = Γ. Now we consider the test problem
described above with Γspher. In this case the interface approximations on different
levels vary, i.e., Γ`−1 6= Γ` and therefore the finite element spaces are not nested:

V
Γ`−1

`−1 6⊂ V Γ`
` . Table 4.7 shows the multigrid iteration numbers for varying coefficient
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ratios.

` µ1 = 0.9 µ1 = 0.5 µ1 = 0.1 µ1 = 0.01

1 8 8 18 89
2 10 10 17 101
3 11 11 14 88
4 11 11 16 118

Table 4.7: (P-Nitsche): Multigrid iteration numbers for various coefficient ratios and
Γspher.

We observe that the results are similar to the exact interface case in Table 4.6. This
is due to the use of a canonical prolongation operator p` : V

Γ`−1

`−1 → V Γ`
` .

To further investigate the multigrid robustness with respect to the interface po-
sition, we fix the coefficient ratio µ1/µ2 = 0.5. We vary the interface position for
Γspher by changing the origin of the circle m = m0 +δe with m0 = (1.03, 1.02, 1.01)T ,
e = (1, 1, 1)T and variable δ. The results for ` = 1, . . . , 4 are displayed in Table 4.8.

` δ = 0 δ = 0.1 δ = 0.2 δ = 0.3

1 8 9 8 8
2 10 10 10 10
3 11 11 11 11
4 11 11 11 11

κ2(D−1A4) 1.9 · 103 2.0 · 103 2.0 · 103 2.1 · 103

κ2(A4) 1.7 · 109 9.1 · 109 5.0 · 1010 3.0 · 1012

Table 4.8: (P-Nitsche): Multigrid iteration numbers for various interface positions
and condition numbers for ` = 4. Spherical interface.

The multigrid iteration numbers are (almost) the same for every interface position and
we conclude that the rate of convergence of the method is not sensitive with respect
to the interface location. The condition numbers are large and (strongly) depend on
δ; cf. last row in Table 4.8. A diagonal scaling of the stiffness matrix leads to an
enormous reduction of the condition number (cf. Remark 5) and less sensitivity with
respect to the interface location.

4.3. Multigrid solver for large coefficient jumps. As seen in the previous
section, for increasing coefficient ratios the multigrid iteration numbers deteriorate.
Therefore, we repeat the experiment from Table 4.7, i.e., for the (P-Nitsche) dis-
cretization of the test problem with the spherical interface, but instead of a standard
Gauss-Seidel smoother we use the GS-IC smoother from algorithm 1. Table 4.9 shows
the multigrid iteration numbers. In brackets for small to medium contrast we put
the maximum number of diagonally preconditioned CG iterations to reach a relative
tolerance of 10−2 for the solution of AΓx = RΓr. For a larger contrast it is more
efficient to use a direct solver for the interface matrix, as too many CG iterations
would be required (e.g. 496 iterations for ` = 4 and µ1 = 10−5).
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` µ1 = 0.9 0.5 0.1 0.01 0.001 10−4 10−5

1 7 (10) 7 (10) 7 (15) 7 (31) 7 7 7
2 9 (10) 9 (10) 9 (15) 9 (37) 9 9 9
3 10 (11) 10 (11) 10 (15) 10 (38) 11 17 18
4 10 (12) 10 (12) 10 (15) 10 (42) 12 21 29

Table 4.9: (P-Nitsche): Multigrid iteration numbers for various coefficient ratios with
GS-IC smoother. The maximum number of CG iterations required to solve the system
(tol=10−2) with AΓ are displayed in brackets. Spherical interface.

We observe that multigrid iteration numbers are robust for much larger coefficient
ratios than with a standard Gauss-Seidel smoother. For small to medium contrast,
the iterations required to solve the systems with the interface matrix AΓ are very low
and almost constant w.r.t. the refinement level `. This confirms the uniform (in `)
condition number bounds derived in section 3.3.1. For larger µ-contrast the multigrid
method is less robust.

Remark 6. Solving the systems with AΓ approximately with a tolerance of 10−2

for the relative residual yields (almost) the same multigrid iteration numbers as a
direct solve.

In Table 4.10 we show condition numbers of the diagonally scaled interface ma-
trix needed within GS-IC smoother. These confirm the theoretical findings given in
section 3.3. For µ1 = 10−2 the almost constant small condition number is reflected
by almost constant small iteration numbers of the interface CG solver; on the other
hand, for µ1 = 10−4, the condition numbers are much larger leading to unacceptably
high iteration numbers of the interface CG solver. For such high contrast cases we
recommend to use a sparse direct solver.

(P-Nitsche): κ2(D−1AΓ
` ) (Nitsche): κ2(D−1AΓ

` )

` µ1 = 0.01 µ1 = 10−4 µ1 = 0.01 µ1 = 10−4

1 300 1343 213 309
2 224 3533 235 916
3 243 6420 251 2904
4 268 8225 342 6911

Table 4.10: Condition number of the diagonally scaled interface matrix AΓ in algo-
rithm 1 for various levels ` and different µ1.

In Table 4.11 we give numbers for the fill-in in the lower triangular matrix L` of the
sparse Cholesky decomposition AΓ

` = L`L
T
` of the local interface matrix. These results

confirm that the direct solver has optimal computational efficiency, cf. section 3.3.2.
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` |N (A`)| |N (L`)|/|N (A`)|
1 6,835 0.71
2 56,038 0.58
3 466,267 0.45
4 3,824,281 0.33

Table 4.11: Number of nonzero entries in A` (N (A`)) and comparison with number
of nonzero entries of sparse Cholesky factor in AΓ

` = L`L
T
` .

Coefficient stable and interface stabilized discretization. As seen in the
experiments above, the proposed multigrid method is only robust up to a certain
contrast in the diffusion coefficient. The deterioration in the multigrid convergence
rate may be related to the lack of robustness of the discretization method (P-Nitsche).
Clearly, for large coefficient jumps it is better to use a discretization method that
is robust with respect to the coefficient ratio, such as (µ-Nitsche). We apply the
multigrid method, with GS-IC smoother, to the linear system resulting from the
discretization method (µ-Nitsche). Results are shown in Table 4.12.

` µ1 = 0.9 µ1 = 0.1 µ1 = 10−3 µ1 = 10−5 µ1 = 10−7

1 7 7 7 7 7
2 9 9 9 9 9
3 10 10 10 10 10
4 11 11 11 11 11

Table 4.12: (µ-Nitsche): Multigrid iteration numbers with GS-IC smoother for various
coefficient ratios, with stabilization parameter εg = 0.1 and λN = 10. Spherical
interface.

We observe a very robust behavior of the multigrid method, with iteration numbers
that are essentially independent of the value of µ1. Finally we repeat the experiment
from Table 4.5 for the (µ-Nitsche) discretization with the GS-IC smoother (however
for the spherical interface Γspher instead of the planar one). Results are shown in
Table 4.13.

λN 1 10 20 100 1000

iterations (µ1 = 0.1) 12 9 9 9 9
iterations (µ1 = 10−5) div 9 9 9 9

Table 4.13: (µ-Nitsche): Multigrid iteration numbers with GS-IC smoother for Γspher

with stabilization parameter εg = 0.1 on fixed ` = 2 and for different coefficient ratios
and various λN .

The method diverges for µ1 = 10−5 with stabilization parameter value λN = 1, which
is probably due to the fact that the discretization is unstable for λN too small. For all
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other cases, we observe that the multigrid solver is robust with respect to variations
in λN . The robustness is due to the use of the (robust) GS-IC smoother. Applying
the latter to the (Nitsche) discretization yields similar results.

Remark 7. We obtain almost identical multigrid iteration numbers for all three
discretizations when using the Galerkin approach for the coarse grid matrices A`−1 =
r`A`p`. It can be shown that these Galerkin coarse grid matrices have no extra fill-in
compared to the case of direct discretization.

5. Conclusions. We considered the discrete problems resulting from known un-
fitted finite element discretizations of the Poisson interface problem. The main topic
of the paper is the development of an efficient multigrid method for this class of dis-
crete problems. A new prolongation operator for the unfitted finite element space
was constructed based on the injection of standard finite element spaces on locally
extended subdomains. Using level-dependent interface approximations for the dis-
cretization of the coarse grid matrices, which can be seen as a kind of quadrature
error, did not affect the multigrid convergence. For the case of large contrast in the
diffusion coefficients a novel interface smoother has been presented. For small contrast
a standard Gauss-Seidel smoothing is already sufficient to obtain an efficient multigrid
method. As a strong dependence of the multigrid convergence rate on the penalty
parameter λN was observed, the parameter free discretization (P-Nitsche) turned out
to be preferable. Even though the condition number of the resulting stiffness matrix
strongly depends on the interface position (for the case without stabilization), the
resulting multigrid method did not show any dependence on that. For the case of
large coefficient jumps the stabilized discretization (µ-Nitsche) turns out to be better
(as known from the literature). The application of the smoother with local interface
correction results in a robust multigrid method. Properties of the interface smoother,
concerning conditioning and fill-in in the Cholesky decomposition, are derived. These
results imply optimal arithmetic costs for one multigrid iteration.
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