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TRACE FINITE ELEMENT METHODS FOR SURFACE

VECTOR-LAPLACE EQUATIONS

THOMAS JANKUHN∗ AND ARNOLD REUSKEN†

Abstract. In this paper we analyze a class of trace finite element methods (TraceFEM) for

the discretization of vector-Laplace equations. A key issue in the finite element discretization of

such problems is the treatment of the constraint that the unknown vector field must be tangential

to the surface (“tangent condition”). We study three different natural techniques for treating the

tangent condition, namely a consistent penalty method, a simpler inconsistent penalty method and a

Lagrange multiplier method. A main goal of the paper is to present an analysis that reveals important

properties of these three different techniques for treating the tangent constraint. A detailed error

analysis is presented that takes the approximation of both the geometry of the surface and the

solution of the partial differential equation into account. Error bounds in the energy norm are

derived that show how the discretization error depends on relevant parameters such as the degree

of the polynomials used for the approximation of the solution, the degree of the polynomials used

for the approximation of the level set function that characterizes the surface, the penalty parameter

and the degree of the polynomials used for the approximation of Lagrange multiplier.

Key words. vector-Laplace, trace finite element method.

1. Introduction. In recent years there has been a strongly growing interest

in the field of modeling and numerical simulation of surface fluids, cf. the papers

[2, 23, 12, 16, 17, 21, 11], in which Navier-Stokes type PDEs for (evolving) surfaces

with fluidic properties are proposed. Concerning error analysis of numerical methods

for surface (Navier-)Stokes equations there are only very few results available. In [9]

an error analysis for a finite element discretization method for surface Darcy equations

is presented. First error analysis results for a finite element discretization method of

surface Stokes equations are given in [18]. In that paper a P1-P1 stabilized trace

finite element method is studied and optimal error bounds are derived. As far as we

know, no other papers on rigorous error analyses of finite element methods for surface

(Navier-)Stokes are available in the literature. One crucial point in the development

and analysis of finite element methods for surface Stokes equations is the numerical

treatment of the constraint that the flow must be tangential to the surface (“tan-

gent condition”). This constraint also occurs in the class of surface vector-Laplace

problems. These problems are easier to handle than the surface Stokes equations

because they only contain a velocity unknown and not a presssure variable. Such

vector-Laplace problems are a meaningful simplification of the surface Stokes equa-

tion for the development and analysis of finite element methods. In two very recent

papers [10, 6] finite element methods for the discretization of vector-Laplace problems

are analyzed. The topic of the present paper is closely related to the topics treated

in [10, 6]. We briefly discuss the main results of these two papers. In [10] a finite

element method based on standard continuous parametric Lagrange elements, in the
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spirit of the surface finite element method (SFEM) for scalar surface PDEs, intro-

duced by Dziuk and Elliott [4], is studied. The tangent condition is weakly enforced

by a penalization term. Optimal discretization error estimates are derived that take

the approximation of both the geometry of the surface and the solution of the partial

differential equation into account. In [6] a different finite element technique, namely

the trace finite element method (TraceFEM) is studied. This TraceFEM has been

thoroughly analyzed for scalar surface PDEs, cf. the overview paper [19]. In order

to satisfy the tangent constraint for vector-Laplace problems, a Lagrange multiplier

approach is proposed and analyzed in [6]. Optimal error estimates are derived, which,

however, do not take the errors due to the approximation of the geometry of the

surface into account.

In this paper we consider the same vector-Laplace problem as in [6], which is sim-

ilar to the one in [10]. We study the TraceFEM and three different natural techniques

for treating the tangent condition:

• A consistent penalty method, which is the same as the one analyzed (for the

SFEM) in [10].

• An inconsistent penalty method as introduced in [11]. This method is sim-

pler as the above-mentioned consistent one, because an approximation of the

Weingarten map is avoided.

• A Lagrange multiplier method as in [6].

For higher order approximation we use the parametric version of TraceFEM, which,

for scalar surface PDEs, is analyzed in [5]. The main goal of the paper is to present

an analysis that reveals important properties of these three different techniques for

treating the tangent constraint. The topics studied in this paper relate to the ones

treated in [10, 6] as follows. Different from [10], we study the TraceFEM (instead

of SFEM) and we analyze and compare three different techniques for handling the

tangent condition. In [6] only the Lagrange multiplier method is treated and errors

due to geometry approximation are neglected; in this paper we take geometry errors

into account and besides the Lagrange multiplier method we also analyze two penalty

methods.

Since we use TraceFEM, it is necessary to include some stabilization to damp

instabilities caused by “small cuts”. For this we use the normal derivative volume

stabilization, known from the literature [5]. We derive error estimates that take

the approximation of both the geometry of the surface and the solution of the partial

differential equation into account. The main results of this paper are the discretization

error bounds, in the energy norm, given in section 5.6. These results reveal how the

errors depend on relevant parameters k, kg, kp, η, kl. Here k denotes the degree

of the polynomials used for the approximation of the solution, kg the degree of the

polynomials used for the approximation of the level set function that characterizes

the surface, kp ≥ kg the order of accuracy of the normal vector approximation used in

the penalization term (in both penalty methods), η the penalty parameter and kl the

degree of the polynomials used for the approximation of the Lagrange parameter (in

the third method). These error bounds lead to several interesting conclusions. For

example, for both penalty methods it is necessary to take kp ≥ k+1 in order to obtain

optimal error bounds. For the SFEM and the consistent penalty method such a result
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is also derived in [10]. For the consistent penalty method one obtains an optimal order

error bound of order ∼ hk if one takes kp = k+ 1, kg = k (i.e. isoparametric spaces),

η ∼ h−2. Such an optimal result does not hold for the (simpler) inconsistent penalty

method. Optimal balancing of terms leads to kp = k + 1, kg = k, η ∼ h−(k+1) and

an error bound of order ∼ h
1
2 (k+1) for the inconsistent penalty method. This bound

is optimal (only) for the important case of linear finite elements, i.e., k = 1. Hence,

in that case this simpler method (which avoids approximation of the Weingarten

map) may be more attractive than the consistent penalty method. For the Lagrange

multiplier method we do not obtain optimal error bounds for the isoparametric case

k = kg. For kg = k + 1 we obtain optimal bounds both for kl = k and kl = k − 1 (if

k ≥ 2). In the latter case one has to take an appropriate scaling for the parameter

used in the normal derivative volume stabilization term (cf. section 5.6 for more

explanation).

Results of numerical experiments are presented that illustrate the error behavior

predicted by our error analysis.

In this paper the analysis of the three methods for treating the constraint is done

for the TraceFEM. We expect that similar error bounds and conclusions hold if instead

of the TraceFEM the SFEM is used. For the consistent penalty method, these results

are derived in [10].

As in the paper [10] the analysis is rather technical. This is mainly due to the

fact that for the vector case we have to derive bounds for the consistency error caused

by the geometry approximation. For the TraceFEM such estimates are not available

in the literature (in [10] such estimates are derived for the vector analogon of the

Dziuk-Elliot SFEM).

Since the error analysis in the energy norm as presented in this paper is rather

long and technical we do not include an L2-error analysis. This will be addressed in

future work. Based on the results obtained for the vector-Laplace problem we plan

to analyze these methods applied to surface Stokes equations. This a topic of current

research.

The remainder of the paper is organized as follows. In section 2 we introduce

the variational formulation of the surface vector-Laplace problem that we consider,

and give three related formulations (two of penalty type and one based on a Lagrange

multiplier) in which the tangent constraint is treated differently. In section 3 we collect

properties of a parametric finite element space known from the literature. Based on

this space and the three different variational formulations we define corresponding

TraceFEM discrete problems in section 4. An error analysis of these methods is

presented in section 5. The structure of this analysis is along the usual lines. We first

derive discrete stability results and based on these formulate Strang Lemmas, in which

the energy norm of the discretization error is bounded by a sum of an approximation

error and a consistency error. Bounds of the approximation error are easy to derive,

based on results known from the literature. For proving satisfactory bounds for the

consistency term we need a longer and tedious analysis. Finally, in section 6 we

present results of numerical experiments.

2. Continuous problem. We assume that Ω ⊂ R3 is a polygonal domain which

contains a connected compact smooth hypersurface Γ without boundary. A tubular
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neighborhood of Γ is denoted by

Uδ :=
{
x ∈ R3 | |d(x)| < δ

}
,

with δ > 0 and d the signed distance function to Γ, which we take negative in the

interior of Γ. The surface Γ is the zero level of a smooth level set function φ : Uδ → R,

i.e. Γ = {x ∈ Ω | φ(x) = 0}. This level set function is not necessarily close to a

distance function but has the usual properties of a level set function:

‖∇φ(x)‖ ∼ 1, ‖∇2φ(x)‖ ≤ c for all x ∈ Uδ.

We assume that the level set function φ is sufficiently smooth. On Uδ we define n(x) =

∇d(x), the outward pointing unit normal on Γ, H(x) = ∇2d(x), the Weingarten map,

P = P(x) := I − n(x)n(x)T , the orthogonal projection onto the tangential plane,

p(x) = x− d(x)n(x), the closest point projection. We assume δ > 0 to be sufficiently

small such that the decomposition

x = p(x) + d(x)n(x)

is unique for all x ∈ Uδ. The constant normal extension for vector functions v : Γ→
R3 is defined as ve(x) := v(p(x)), x ∈ Uδ. The extension for scalar functions is

defined similarly. Note that on Γ we have ∇we = ∇(w ◦ p) = ∇weP, with ∇w :=

(∇w1,∇w2,∇w3)T ∈ R3×3 for smooth vector functions w : Uδ → R3. For a scalar

function g : Uδ → R and a vector function v : Uδ → R3 the covariant derivatives are

defined by

∇Γg(x) = P(x)∇g(x), x ∈ Γ, ∇Γv(x) = P(x)∇v(x)P(x), x ∈ Γ.

On Γ we consider the surface stress tensor (see [7]) given by

Es(u) :=
1

2

(
∇Γu +∇TΓu

)
,

with ∇TΓu := (∇Γu)T . To simplify the notation we write E = Es. The surface di-

vergence operator for vector-valued functions u : Γ→ R3 and tensor-valued functions

A : Γ→ R3×3 are defined as

divΓu := tr(∇Γu), divΓA :=
(

divΓ(eT1 A), divΓ(eT2 A), divΓ(eT3 A)
)T
,

with ei the ith basis vector in R3. For a given force vector f ∈ L2(Γ)3, with f ·n = 0,

we consider the following elliptic vector Laplace problem: determine u : Γ→ R3 with

u · n = 0 and

−P divΓ(E(u)) + u = f on Γ. (2.1)

We added the zero order term on the left-hand side to avoid technical details related

to the kernel of the strain tensor E (the so-called Killing vector fields). The surface

Sobolev space of weakly differentiable vector valued functions is denoted by

V := H1(Γ)3, with ‖u‖2H1(Γ) :=

∫
Γ

‖u(s)‖22 + ‖∇ue(s)‖22 ds. (2.2)
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Note that ‖∇ue‖2 = ‖(∇ue)T ‖2 and on Γ we have

(∇ue)T = P
(
∇ue1,∇ue2,∇ue3

)
=

3∑
i=1

∇Γuie
T
i . (2.3)

Hence, the norm in (2.2) is a natural extension to vector valued functions of the usual

scalar H1(Γ)-norm. The corresponding space of tangential vector field is denoted by

VT := {u ∈ V | u · n = 0} .

A vector u ∈ V can be decomposed into a tangential and a normal part. We use the

notation:

u = Pu + (u · n)n = uT + uNn.

For u,v ∈ V we introduce the bilinear form

a(u,v) :=

∫
Γ

E(u) : E(v) ds+

∫
Γ

u · v ds.

For a given f ∈ L2(Γ)3 with f · n = 0 we consider the following weak formulation of

(2.1): determine u = uT ∈ VT such that

a(uT ,vT ) = (f ,vT )L2(Γ) for all vT ∈ VT . (C)

The bilinear form a(·, ·) is continuous on VT . The ellipticity of a(·, ·) on VT follows

from the following surface Korn inequality, which is derived in [11].

Lemma 2.1. Assume Γ is C2 smooth. There exists a constant cK > 0 such that

‖u‖L2(Γ) + ‖E(u)‖L2(Γ) ≥ cK‖u‖H1(Γ) for all u ∈ VT .

Hence, the weak formulation (C) is a well-posed problem. The unique solution is

denoted by u∗ = u∗T .

The weak formulation (C) is not very suitable for a finite element discretization,

because we would need vector finite element functions that are tangential to Γ. Ob-

vious alternatives are obtained by allowing general (not necessarily tangential) vector

functions u and to treat the constraint u · n = 0 by either a penalty approach or a

Lagrange multiplier. For vector Laplace problems these were considered in the recent

papers [10, 6]. Below we introduce two different penalty formulations and a Lagrange

multiplier formulation. These formulations are the basis for (higher order) Galerkin

finite element methods that are defined in section 4. The remainder of the paper is

then devoted to an error analysis of these methods.

Define

V∗ :=
{
u ∈ L2(Γ)3 | uT ∈ VT , uN ∈ L2(Γ)

}
, ‖u‖2V∗ := ‖uT ‖2H1(Γ) + ‖uN‖2L2(Γ).

Using the identity (for u ∈ V)

E(u) = E(uT ) + uNH (2.4)
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we introduce, with some abuse of notation, the bilinear form

a(u,v) :=

∫
Γ

(E(uT ) + uNH) : (E(vT ) + vNH) ds+

∫
Γ

u · v ds, u,v ∈ V∗. (2.5)

This bilinear form is well-defined and continuous on V∗. We also define the penalty

bilinear form

k(u,v) := η

∫
Γ

(u · n) (v · n) ds,

with η > 0 a penalty parameter. The first penalty approach that we introduce (also

considered in [6]) is as follows: for a given f ∈ L2(Γ)3 with f ·n = 0 determine u ∈ V∗,

such that

a(u,v) + k(u,v) = (f,v)L2(Γ) for all v ∈ V∗. (P1)

One can easily check that for η sufficiently large we have an ellipticity property: there

exists a constant c > 0 such that

a(u,u) + k(u,u) ≥ c‖u‖2V∗ for all u ∈ V∗. (2.6)

Furthermore, a(·, ·) + k(·, ·) is continuous on V∗. Hence, for η sufficiently large the

problem (P1) is well-posed. The formulation, however, is inconsistent.

Lemma 2.2. Take η sufficiently large such that (2.6) holds. For the unique

solution u of (P1) the following holds:

‖uT − u∗T ‖H1(Γ) + ‖uN‖L2(Γ) ≤ cη−1‖f‖L2(Γ). (2.7)

Proof. There exists a constant c̃ > 0 such that for the solution of problem (P1) we

have ‖u‖V∗ ≤ c̃‖f‖L2(Γ). Testing problem (P1) with v = uNn we obtain a(u, uNn) +

η‖uN‖2L2(Γ) = 0. Using the Cauchy-Schwarz inequality we get

η‖uN‖2L2(Γ) ≤ C‖u‖V∗‖uN‖L2(Γ) ≤ C̃‖f‖L2(Γ)‖uN‖L2(Γ),

i.e.,

‖uN‖L2(Γ) ≤ C̃η−1‖f‖L2(Γ). (2.8)

Testing problem (P1) and problem (C) with vT = uT − u∗T results in a(u∗T ,vT ) −
a(u,vT ) = 0, and thus a(vT ,vT ) = −a(uNn,vT ). Using Korn’s inequality (Lemma 2.1)

and continuity of a(·, ·) we get

‖uT − u∗T ‖2H1(Γ) ≤ Ĉ‖uN‖L2(Γ)‖uT − u∗T ‖H1(Γ).

Combining this with (2.8) proves the result (2.7).

To obtain a consistent variant of this formulation we introduce the bilinear form

aT (·, ·) in which only the tangential components of the arguments play a role:

aT (u,v) := a(Pu,Pv) = a(uT ,vT ). (2.9)
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The corresponding penalty formulation is: for a given f ∈ L2(Γ)3 with f · n = 0

determine u ∈ V∗, such that

aT (u,v) + k(u,v) = (f,v)L2(Γ) for all v ∈ V∗. (P2)

This formulation is indeed consistent:

Lemma 2.3. Problem (P2) is well posed. For the unique solution ũ = ũT ∈ V∗
of this problem we have ũT = u∗T .

Proof. Define A(u,v) = aT (u,v) + k(u,v). We have |A(u,v)| ≤ c‖u‖V∗‖v‖V∗
for all u,v ∈ V∗, and using Lemma 2.1 it follows that there is a constant c0 > 0 such

that

‖u‖2V∗ = ‖uT ‖2H1(Γ) + ‖uN‖2L2(Γ) ≤ c0A(u,u) for all u ∈ V∗.

Therefore problem (P2) is well posed. For the unique solution u∗T ∈ VT of problem

(C) we have

A(u∗T ,v) = aT (u∗T ,v) + k(u∗T ,v) = a(u∗T ,vT ) = (f,v)L2(Γ) for all v ∈ V∗.

Hence, u∗T solves problem (P2).

The third formulation that we consider uses a Lagrange multiplier to ensure that

the solution is tangential to Γ. We use the bilinear form a(·, ·) as in (2.5) and b(u, µ) :=

(u · n, µ)L2(Γ), u ∈ V∗, µ ∈ L2(Γ). For a given g ∈ L2(Γ)3, which is not necessarily

tangential, we introduce the following saddle point problem: determine (u, λ) ∈ V∗×
L2(Γ) such that

a(u,v) + b(v, µ) = (g,v)L2(Γ) for all v ∈ V∗,

b(u, µ) = 0 for all µ ∈ L2(Γ).
(L)

Well-posedness of this saddle point problem is derived in the following theorem

(see [6]).

Theorem 2.4. The problem (L) is well-posed. Its unique solution (û, λ) ∈
V∗ × L2(Γ) has the following properties:

1. û · n = 0, (2.10)

2. ûT = u∗T , where u∗T is the unique solution of (C) with f := gT = Pg, (2.11)

3. λ = gN − tr
(
E(ûT )H

)
, for g = gT + gNn. (2.12)

Summarizing, for the given vector Laplace problem (C) we have two alternative con-

sistent formulations, namely (P2) (penalty approach) and (L) (Lagrange multiplier),

and one inconsistent formulation (P1) (penalty approach). In the following sections

we present a detailed analysis of finite element methods based on these different for-

mulations.

3. Parametric finite element space. For the discretization of the different

variational problems (P1), (P2) and (L) we use a parametric trace finite element

approach as in [5]. In this section we define the finite element space used in this

method and summarize certain properties, known from the literature, that we need

in the error analysis of the finite element methods.
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Let {Th}h>0 be a family of shape regular tetrahedral triangulations of Ω. For

simplicity, in the analysis of the method, we assume {Th}h>0 to be quasi-uniform. By

V kh we denote the standard finite element space of continuous piecewise polynomials

of degree k. The nodal interpolation operator in V kh is denoted by Ik. As input

for the parametric mapping we need an approximation of φ. We consider geome-

try approximations whose order of approximation may differ from the order of the

polynomials used in the finite element. In other words, the spaces introduced below

are not necessarily isoparametric. Let kg be the geometry approximation order, i.e.,

the construction of the geometry approximation will be based on a level set function

approximation φh ∈ V
kg
h that satisfies the error estimate

max
T∈Th

|φh − φ|W l,∞(T∩Uδ) . hkg+1−l, 0 ≤ l ≤ kg + 1.

Here, | · |W l,∞(T∩Uδ) denotes the usual semi-norm on the Sobolev space W l,∞(T ∩Uδ)
and the constant used in . depends on φ but is independent of h. The zero level

set of the finite element function φh implicitly characterizes an approximation of the

interface, which, however, is hard to compute for kg ≥ 2. With the piecewise linear

nodal interpolation of φh, which is denoted by φ̂h = I1φh, we define the low order

geometry approximation:

Γlin := {x ∈ Ω | φ̂h(x) = 0}.

The tetrahedra T ∈ Th that have a nonzero intersection with Γlin are collected in

the set denoted by T Γ
h . The domain formed by all tetrahedra in T Γ

h is denoted by

ΩΓ
h := {x ∈ T | T ∈ T Γ

h }. Let Θ
kg
h ∈ (V

kg
h )3

ΩΓ
h

be the mesh transformation of order kg

as defined in [5], cf. Remark 3.1.

Remark 3.1. We outline the key idea of the mesh transformation Θ
kg
h . For a

detailed description we refer to [5], [14] and [15]. There exists a unique d̃ : ΩΓ
h → R

defined as follows: d̃(x) is the in absolute value smallest number such that

φ(x+ d̃(x)∇φ(x)) = φ̂h(x) for x ∈ ΩΓ
h.

Based on d̃ we define the mapping

Ψ(x) := x+ d̃(x)∇φ(x), x ∈ ΩΓ
h,

which has the property Ψ(Γlin) = Γ. To avoid comptations with φ (which even may

not be available) we use a similar construction with φ replaced by its (finite element)

approximation φh. The resulting mapping Ψh is not necessarily a finite element

function. The mesh transformation Θ
kg
h is obtained by projection of Ψh into the

finite element space (V
kg
h )3

ΩΓ
h
.

The approximation of Γ is defined as

Γ
kg
h := Θ

kg
h (Γlin) =

{
x | φ̂h((Θ

kg
h )−1(x)) = 0

}
.

We denote the transformed cut mesh domain by ΩΓ
Θ := Θ

kg
h (ΩΓ

h). We assume that h

is small enough such that ΩΓ
Θ ⊂ Uδ holds. We apply to V kh the transformation Θ

kg
h

resulting in the parametric spaces

V
k,kg
h,Θ :=

{
vh ◦ (Θ

kg
h )−1 | vh ∈ (V kh )ΩΓ

h

}
, V

k,kg
h,Θ := (V

k,kg
h,Θ )3.
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Note that kg denotes the degree of the polynomials used in the parametric mapping

Θ
kg
h , and k the degree of the polynomials used in the finite element space. To simplify

the notation we delete the superscript kg and write V kh,Θ = V
k,kg
h,Θ , Vk

h,Θ = V
k,kg
h,Θ ,

Θh = Θ
kg
h and Γh = Γ

kg
h . Here and further in the paper we write x . y to state that

there exists a constant c > 0, which is independent of the mesh parameter h and the

position of Γ and Γh in the background mesh, such that the inequality x ≤ cy holds.

Similarly for x & y, and x ∼ y means that both x . y and x & y hold.

We recall some known approximation results from the literature [5]. The para-

metric interpolation IkΘ : C(ΩΓ
Θ) → V kh,Θ is defined by (IkΘv) ◦ Θh = Ik(v ◦ Θh). We

have the following optimal interpolation error bound for 0 ≤ l ≤ k + 1:

‖v−IkΘv‖Hl(Θh(T )) . hk+1−l‖v‖Hk+1(Θh(T )) for all v ∈ Hk+1(Θh(T )), T ∈ Th. (3.1)

We also need the following trace estimate ([8]):

‖v‖2L2(ΓT ) . h−1‖v‖2L2(Θh(T )) + h‖∇v‖2L2(Θh(T )) for v ∈ H1(Θh(T )), (3.2)

with ΓT := Γh ∩ Θh(T ). The Sobolev norms on ΩΓ
Θ of the normal extension ue can

be estimated by the corresponding norms on Γ ([20]):

‖Dµue‖L2(ΩΓ
Θ) . h

1
2 ‖u‖Hm(Γ) for all u ∈ Hm(Γ), |µ| ≤ m. (3.3)

Lemma 3.1. For the space V kh,Θ we have the approximation error estimate

min
vh∈V kh,Θ

(
‖ve − vh‖L2(Γh) + h‖∇(ve − vh)‖L2(Γh)

)
≤ ‖ve − IkΘve‖L2(Γh) + h‖∇(ve − IkΘve)‖L2(Γh) . hk+1‖v‖Hk+1(Γ)

for all v ∈ Hk+1(Γ).

Proof. The proof uses standard arguments, based on (3.1), (3.2) and (3.1), cf. [5].

The following lemma, taken from [5], gives an approximation error for the easy to

compute normal approximation nh, which is used in the methods introduced below.

Lemma 3.2. For x ∈ T ∈ T Γ
h define

nlin = nlin(T ) :=
∇φ̂h(x)

‖∇φ̂h(x)‖2
=
∇φ̂h|T
‖∇φ̂h|T ‖2

, nh(Θ(x)) :=
DΘh(x)−Tnlin

‖DΘh(x)−Tnlin‖2
.

Let nΓh(x), x ∈ Γh a.e., be the unit normal on Γh (in the direction of φh > 0). The

following holds:

‖nh − n‖L∞(ΩΓ
Θ) . hkg , ‖nΓh − n‖L∞(Γh) . hkg .

Similar to the extension of a function u defined on Γ to ue defined on Uδ we define

the lifting ul of a function u defined on Γh by{
ul(p(x)) = u(x) for x ∈ Γh,

ul(x) = ul(p(x)) for x ∈ Uδ.
9



A norm on H1(Γh)3 is defined using the component-wise lifting by

‖u‖2H1(Γh) :=

∫
Γh

‖u(s)‖22 + ‖∇ul(s)Ph(s)‖22 ds

with Ph = I−nhn
T
h . In (2.2) the term with ∇ue corresponds to tangential gradients

of all components, cf. (2.3). The lifting used in the definition of the H1(Γh)-norm

is constant along the normal to Γ (not Γh). Therefore, to eliminate the part of the

(componentwise) gradient which is normal to Γh one uses the projection Ph. We also

introduce the following spaces

Vreg,h :=
{
v ∈ H1(ΩΓ

Θ) | tr|Γhv ∈ H1(Γh)
}
⊃ V kh,Θ, Vreg,h :=

(
Vreg,h

)3
.

4. Parametric trace finite element methods. In this section we introduce

three parametric trace finite element methods. These are obtained by applying a

Galerkin method (modulo a geometry error due to Γh ≈ Γ) to the three formulations

(P1), (P2) and (L) with the parametric finite element space Vk
h,Θ.

We introduce further notation. In particular, discrete variants of the bilinear

forms a(·, ·), aT (·, ·) and the penalty bilinear form k(·, ·) introduced above. Since we

use a trace FEM, we need a stabilization that eliminates instabilities caused by the

small cuts. For this we use the so-called “normal derivative volume stabilization” [5]

(sh(·, ·) and s̃h(·, ·) below):

∇Γhu(x) := Ph(x)∇u(x)Ph(x), x ∈ Γh,

Eh(u) :=
1

2

(
∇Γhu +∇TΓhu

)
, ET,h(u) := Eh(u)− uNHh,

ah(u,v) :=

∫
Γh

Eh(u) : Eh(v) dsh +

∫
Γh

uh · vh dsh,

aT,h(u,v) :=

∫
Γh

ET,h(u) : ET,h(v) dsh +

∫
Γh

Phuh ·Phvh dsh,

kh(u,v) := η

∫
Γh

(u · ñh)(v · ñh) dsh, sh(u,v) := ρ

∫
ΩΓ

Θ

(∇unh) · (∇vnh) dx,

bh(u, µ) := (u · nh, µ)L2(Γh) + s̃h(u, µ), s̃h(u, µ) := ρ̃

∫
ΩΓ

Θ

(nTh∇unh)(nh · ∇µ) dx.

All these bilinear forms are well-defined for u,v ∈ Vreg,h, µ ∈ Vreg,h. The normal

vector ñh, used in the penalty term kh(·, ·), and the curvature tensor Hh are approx-

imations of the exact normal and the exact Weingarten mapping, respectively. The

choice of the stabilization parameters ρ, ρ̃ is discussed below.

Remark 4.1. We use ET,h(u) := Eh(u)− uNHh instead of ET,h(u) = Eh(Phu)

because the latter requires (tangential) differentiation of Ph, which has certain dis-

advantages. The reason that we introduce yet another normal approximation ñh is

the following. In the analysis below we will see that in order to achieve optimal order

estimates we need the normal ñh used in the penalty term to be an approximation of

at least one order higher than the normal approximation nh. An approximation Hh

of the Weingarten map can be easily obtained, e.g., by taking Hh = ∇(I
kg
Θ (nh)). The
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stabilization with sh(·, ·) used in the variational penalty formulations below guaran-

tees that the stiffness matrix has a spectral condition number ∼ h−2, independent of

how the interface cuts the outer triangulation.

To quantify the error in the approximations ñh ≈ n, Hh ≈ H, we introduce one

further order parameter kp (besides k and kg) and assume:

‖n− ñh‖L∞(Γh) . hkp , kp ≥ kg, (4.1)

‖H−Hh‖L∞(Γh) . hkg−1. (4.2)

We now introduce discrete versions of the formulations (P1), (P2) and (L). For these

we need a suitable extension of the data f to Γh, which is denoted by fh.

Discrete inconsistent penalty formulation. This problem is as follows: determine

uh ∈ Vk
h,Θ such that for all vh ∈ Vk

h,Θ

AP1

h (uh,vh) := ah(uh,vh) + sh(uh,vh) + kh(uh,vh) = (fh,vh)L2(Γh). (P1h)

Discrete consistent penalty formulation. This problem is as follows: determine uh ∈
Vk
h,Θ such that for all vh ∈ Vk

h,Θ

AP2

h (uh,vh) := aT,h(uh,vh) + sh(uh,vh) + kh(uh,vh) = (fh,vh)L2(Γh). (P2h)

Discrete Lagrange multiplier formulation. This problem is as follows: determine

(uh, λh) ∈ Vk
h,Θ × V

kl
h,Θ such that

ALh (uh,vh) + bh(vh, λh) = (fh,vh)L2(Γ) for all vh ∈ Vk
h,Θ

bh(uh, µh) = 0 for all µh ∈ V klh,Θ
(Lh)

with ALh (u,v) := ah(u,v) + sh(u,v).

Remark 4.2. Problem (Lh) uses a Lagrange multiplier approach to enforce the

tangential condition weakly. This formulation is consistent without using additional

tangential projections in ah(·, ·) and avoids the approximation of the Weingarten map

H. An obvious drawback of this formulation is that the resulting linear systems can

be significantly larger than the ones in the penalty formulation. In addition to the

stabilization sh(·, ·) we use a ”normal derivative volume” stabilization for the Lagrange

multiplier term as well. Different from sh(·, ·) this stabilization s̃h(·, ·) is essential for

the well-posedness of this formulation, cf. section 5.1.

5. Error analysis of the parametric TraceFEM. In this section we present

an error analysis of the TraceFEMs (P1h), (P2h) and (Lh). We first address the

choice of the stabilization parameters ρ, ρ̃. From the analysis in [5] it is known that

for optimal error bounds one must restrict ρ to the range h . ρ . h−1. A more

detailed analysis (that we do not present here) has shown that there are no significant

gains if one chooses for ρ̃ a different scaling w.r.t h as for ρ. Therefore, to simplify

the presentation, in the remainder we restrict the stabilization parameters to

h . ρ = ρ̃ . h−1. (5.1)
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5.1. Well-posedness of discretizations. We start with some basic results con-

cerning the bilinear forms. We use the following natural norms

‖u‖2
A
Pi
h

:= APih (u,u), i = 1, 2, ‖u‖2ALh := ALh (u,u),

‖µ‖2M := ‖µ‖2L2(Γh) + ρ‖nh · ∇µ‖2L2(ΩΓ
Θ).

Before we analyze continuity and ellipticity of the bilinear forms we recall a lemma

which shows that for finite element functions the L2-norm in the neighborhood ΩΓ
Θ

can be controlled by the L2-norm on Γh and the L2-norm of the normal derivative on

ΩΓ
Θ.

Lemma 5.1. For all k ∈ N, k ≥ 1, the following inequality holds:

‖vh‖2L2(ΩΓ
Θ) . h‖vh‖2L2(Γh) + h2‖nh · ∇vh‖2L2(ΩΓ

Θ) for all vh ∈ V kh,Θ.

Proof. In [5, Lemma 7.8] a proof of this result for the isoparametric case (i.e.

k = kg) is given. This proof also applies to the case k 6= kg.

We formulate a few corollaries that are useful in the remainder. Using the trace

inequality (3.2) and a standard finite element inverse inequality one obtains

‖vh‖2L2(ΩΓ
Θ) ∼ h‖vh‖

2
L2(Γh) + h2‖nh · ∇vh‖2L2(ΩΓ

Θ) for all vh ∈ V kh,Θ, (5.2)

‖vh‖2L2(ΩΓ
Θ) ∼ h‖vh‖

2
L2(Γh) + h2‖∇vhnh‖2L2(ΩΓ

Θ) for all vh ∈ Vk
h,Θ. (5.3)

The result in (5.3) is obtained by componentwise application of (5.2). A further direct

consequence of Lemma 5.1 is (we use (5.1)):

‖vh‖L2(ΩΓ
Θ) . h

1
2 ‖vh‖M for all vh ∈ V kh,Θ. (5.4)

Using (3.2) and (5.2) we also obtain the inverse inequality

‖∇vh‖L2(Γh) . h−1‖vh‖L2(Γh)+h
− 1

2 ‖nh ·∇vh‖L2(ΩΓ
Θ) . h−1‖vh‖M , vh ∈ V kh,Θ, (5.5)

and the vector analogon

‖∇vh‖L2(Γh) . h−1‖vh‖L2(Γh) + h−
1
2 ‖∇vhnh‖L2(ΩΓ

Θ), vh ∈ Vk
h,Θ. (5.6)

Lemma 5.2. The following inequalities hold:

APih (u,v) ≤ ‖u‖
A
Pi
h

‖v‖
A
Pi
h

for all u,v ∈ Vreg,h, i = 1, 2.

ALh (u,v) ≤ ‖u‖ALh ‖v‖ALh for all u,v ∈ Vreg,h,

bh(u, µ) ≤ ‖u‖ALh ‖µ‖M for all u ∈ Vreg,h, µ ∈ Vreg,h,

APih (uh,uh) & h−1‖uh‖2L2(ΩΓ
Θ) for all uh ∈ Vk

h,Θ, i = 1, 2,

ALh (uh,uh) & h−1‖uh‖2L2(ΩΓ
Θ) for all uh ∈ Vk

h,Θ.
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Proof. The first three estimates follow directly from the Cauchy-Schwarz inequal-

ity. To show the other two we use (5.3):

APih (uh,uh) ≥ ‖uh‖2L2(Γh) + ρ‖∇uhnh‖2L2(ΩΓ
Θ) & h−1‖uh‖2L2(ΩΓ

Θ)

ALh (uh,uh) ≥ ‖uh‖2L2(Γh) + ρ‖∇uhnh‖2L2(ΩΓ
Θ) & h−1‖uh‖2L2(ΩΓ

Θ).

From Lemma 5.2 it follows that the discrete penalty problems (P1h) and (P2h)

have unique solutions. For well-posedness of the discrete Lagrange multiplier for-

mulation (Lh) we need a discrete inf-sup estimate. This we will now derive. We

outline the idea of the analysis. For the bilinear form b(u, µ) = (u · n, µ)L2(Γ) used

in the continuous problem (L) we have, for arbitray µ ∈ L2(Γ) and with û := µn

that b(û, µ) = ‖µ‖2L2(Γ). Furthermore, a(û, û) = ‖ûNH‖2L2(Γ) + ‖û‖2L2(Γ) ≤ c‖µ‖
2
L2(Γ)

holds. From this the inf-sup property of b(·, ·) for the continuous problem can easily

be concluded. For deriving a discrete inf-sup result we combine this approach with

perturbation arguments. In Lemma 5.3 we analyze the perturbation bh(û, µ)−b(û, µ),

and in Lemma 5.4 we derive the discrete analogon of a(û, û) ≤ c‖µ‖2L2(Γ). Combining

these results we obtain the discrete inf-sup property in Lemma 5.5.

Lemma 5.3. For h small enough the following inequality holds:

bh(µhn, µh) & ‖µh‖2M for all µh ∈ V mh,Θ.

Proof. Using Lemma 3.2 we get

2− 2n · nh ≤ ‖n− nh‖2L∞(Γh) . h2kg a.e. on Γh.

Hence, there exists a constant c > 0 with

1− ch2kg . n · nh. (5.7)

Take µh ∈ V mh,Θ. From the definition of bh(·, ·) we obtain

bh(µhn, µh) = (µhn · nh, µh)L2(Γh)︸ ︷︷ ︸
(I)

+ ρ

∫
ΩΓ

Θ

(nTh∇(µhn)nh)(nh · ∇µh) dx︸ ︷︷ ︸
(II)

. (5.8)

Using inequality (5.7) the term (I) can be estimated by

(µhn · nh, µh)L2(Γh) & (1− ch2kg )‖µh‖2L2(Γh), (5.9)

and term (II) by

ρ

∫
ΩΓ

Θ

(nTh∇(µhn)nh)(nh · ∇µh) dx

= ρ

∫
ΩΓ

Θ

(nh · ∇µh)(n · nh)(nh · ∇µh) dx+ ρ

∫
ΩΓ

Θ

µh(nTh∇nnh)(nh · ∇µh) dx

& (1− ch2kg )ρ‖nh · ∇µh‖2L2(ΩΓ
Θ) + ρ

∫
ΩΓ

Θ

µh(nTh∇nnh)(nh · ∇µh) dx.

(5.10)
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Since ∇nn = 0 and nT∇n = 0 we get for the last term on the right hand side

ρ

∫
ΩΓ

Θ

µh(nTh∇nnh)(nh · ∇µh) dx

= ρ

∫
ΩΓ

Θ

µh
(
(nTh − nT )∇n(nh − n)

)
(nh · ∇µh) dx

≥ −ρ‖∇n‖L∞(ΩΓ
Θ)‖nh − n‖2L∞(ΩΓ

Θ)‖µh‖L2(ΩΓ
Θ)‖nh · ∇µh‖L2(ΩΓ

Θ)

& −h2kg‖µh‖L2(ΩΓ
Θ)ρ‖nh · ∇µh‖L2(ΩΓ

Θ)

(5.4)

& −h2kg‖µh‖Mρ
1
2 ‖nh · ∇µh‖L2(ΩΓ

Θ) & −h2kg‖µh‖2M .

Combined with (5.8), (5.9) and (5.10) we obtain

bh(µhn, µh) &
(
1− c̃h2kg

)
‖µh‖2M & ‖µh‖2M ,

provided h is sufficiently small.

Lemma 5.4. Take µh ∈ V mh,Θ and define vh := ImΘ (µhn) ∈ Vm
h,Θ. The following

inequality holds:

‖vh‖ALh . ‖µh‖M .

Proof. Using the triangle inequality we get

‖vh‖ALh ≤ ‖µhn‖ALh + ‖ImΘ (µhn)− µhn‖ALh . (5.11)

We estimate the two terms on the right hand side. The definition of the norm implies

‖µhn‖2ALh = ah(µhn, µhn) + sh(µhn, µhn). (5.12)

The first term can be bounded by

ah(µhn, µhn)
1
2 . ‖∇Γh(µhn) +∇TΓh(µhn)‖L2(Γh) + ‖µhn‖L2(Γh)

. ‖∇Γh(µhn)‖L2(Γh) + ‖µhn‖L2(Γh)

. ‖Ph(n(∇µh)T + µh∇n)Ph‖L2(Γh) + ‖µh‖L2(Γh)

. ‖(Ph −P)n(∇µh)TPh‖L2(Γh) + ‖Phµh∇nPh‖L2(Γh) + ‖µh‖M

. hkg‖∇µh‖L2(Γh) + ‖µh‖M
(5.5)

. (hkg−1 + 1)‖µh‖M . ‖µh‖M .

(5.13)

For the second term on the right hand side of equation (5.12) we get

sh(µhn, µhn)
1
2 = ρ

1
2 ‖∇(µhn)nh‖L2(ΩΓ

Θ)

≤ ρ 1
2

(
‖n(∇µh) · nh‖L2(ΩΓ

Θ) + ‖µh∇nnh‖L2(ΩΓ
Θ)

)
∇nn=0

. ρ
1
2

(
‖nh · ∇µh‖L2(ΩΓ

Θ) + ‖µh∇n(nh − n)‖L2(ΩΓ
Θ)

)
. ‖µh‖M + ρ

1
2hkg‖µh‖L2(ΩΓ

Θ)

(5.4)

. ‖µh‖M .
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Combining this with (5.13) we obtain

‖µhn‖ALh . ‖µh‖M . (5.14)

We now consider the second term of the right hand side (5.11). Using |µh|Hm+1(Θh(T )) =

0 for all T ∈ T Γ
h and componentwise the interpolation result (3.1) we get

‖ImΘ (µhn)− µhn‖2ALh
. ‖∇(ImΘ (µhn)− µhn)‖2L2(Γh) + ‖ImΘ (µhn)− µhn‖2L2(Γh) (5.15)

+ ρ‖∇(ImΘ (µhn)− µhn)nh‖2L2(ΩΓ
Θ)

=
∑
T∈T Γ

h

(
‖∇(ImΘ (µhn)− µhn)‖2L2(ΓT ) + ‖ImΘ (µhn)− µhn‖2L2(ΓT )

+ ρ‖∇(ImΘ (µhn)− µhn)nh‖2L2(Θh(T ))

)
(3.2)

.
∑
T∈T Γ

h

(
h−1‖ImΘ (µhn)− µhn‖2L2(Θh(T ))

+ (h−1 + h+ ρ)‖ImΘ (µhn)− µhn‖2H1(Θh(T )) + h‖ImΘ (µhn)− µhn‖2H2(Θh(T ))

)
.
∑
T∈T Γ

h

h2m−1‖µhn‖2Hm+1(Θh(T )) .
∑
T∈T Γ

h

h2m−1‖µh‖2Hm(Θh(T ))

inv. ineq.

.
∑
T∈T Γ

h

h−1‖µh‖2L2(Θh(T )) . h−1‖µh‖2L2(ΩΓ
Θ)

(5.4)

. ‖µh‖2M .

Combining this with (5.11) and (5.14) we get the bound ‖vh‖ALh . ‖µh‖M .

Using these results one easily obtains the following discrete inf-sup property for

bh(·, ·).
Lemma 5.5. Take m ≥ 1. There exists a constant c > 0, independent of h and

of how Γ intersects the outer triangulation, such that, for h sufficiently small

sup
vh∈Vm

h,Θ

bh(vh, µh)

‖vh‖ALh
&
(

1− c
√
ρh
)
‖µh‖M for all µh ∈ V mh,Θ. (5.16)

Proof. Take µh ∈ V mh,Θ and define vh := ImΘ (µhn) ∈ Vm
h,Θ. Using Lemma 5.3 we

get

|bh(vh, µh)| ≥ |bh(µhn, µh)| − |bh(ImΘ (µhn)− µhn, µh)|
& ‖µh‖2M − |bh(ImΘ (µhn)− µhn, µh)|

& ‖µh‖2M −
(
‖ImΘ (µhn)− µhn‖2L2(Γh) + ρ‖∇(ImΘ (µhn)− µhn)nh‖2L2(ΩΓ

Θ)

) 1
2 ‖µh‖M .

Following the estimates used in (5.15) one obtains

‖ImΘ (µhn)− µhn‖2L2(Γh) + ρ‖∇(ImΘ (µhn)− µhn)nh‖2L2(ΩΓ
Θ) . ρh‖µh‖2M .

Combining these results with Lemma 5.4 we get

sup
vh∈Vm

h,Θ

bh(vh, µh)

‖vh‖ALh
&
(

1− c
√
ρh
)
‖µh‖M for all µh ∈ V mh,Θ,
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which completes the proof.

Corollary 5.6. Take m ≥ 1. Consider ρ = cαh
1−α, α ∈ [0, 2] and assume

h ≤ h0 ≤ 1. Take cα such that 0 < cα < c−2hα−2
0 with c as in (5.16). Then

there exists a constant d > 0, independent of h and of how Γ intersects the outer

triangulation, such that:

sup
vh∈Vm

h,Θ

bh(vh, µh)

‖vh‖ALh
≥ d‖µh‖M for all µh ∈ V mh,Θ.

Assumption 5.1. We restrict to ρ = cαh
1−α, α ∈ [0, 2], with cα as in Corollary

5.6.

Corollary 5.7. Under Assumption 5.1 the discrete inf-sup property for bh(·, ·)
holds for the pair of spaces (Vk

h,Θ, V
kl
h,Θ) with 1 ≤ kl ≤ k. The constant in the discrete

inf-sup property estimate depends on kl but is independent of h and of how Γ intersects

the outer triangulation.

From the fact that ALh (·, ·) defines a scalar product on Vk
h,Θ, cf. Lemma 5.2, and

the discrete inf-sup property of bh(·, ·) on Vk
h,Θ × V

kl
h,Θ it follows that problem (Lh)

has a unique solution. Note that to show the discrete inf-sup property of bh(·, ·) the

stabilization s̃h(·, ·) is essential.

5.2. Strang-Lemmas. As usual, the discretization error analysis is based on a

Strang Lemma which bounds the discretization error in terms of an approximation

error and a consistency error. We derive such Strang lemmas for the three discrete

problems (P1h), (P2h) and (Lh). We first treat (P1h) and (P2h).

Theorem 5.8. For the unique solution u = u∗T ∈ VT of problem (C) and

the unique solution uh ∈ Vk
h,Θ of problem (P1h) respectively (P2h) the following

discretization error bound holds for i = 1, 2:

‖ue − uh‖APih ≤ 2 min
vh∈Vk

h,Θ

‖ue − vh‖APih

+ sup
wh∈Vk

h,Θ

|APih (ue,wh)− (fh,wh)L2(Γh)|
‖wh‖APih

.
(5.17)

Proof. The proof uses standard arguments. For an arbitrary vh ∈ Vk
h,Θ we have

‖ue − uh‖APih ≤ ‖u
e − vh‖APih + ‖vh − uh‖APih . (5.18)

Using the definition of the norm and setting wh = vh − uh ∈ Vk
h,Θ results in

‖vh − uh‖2APih
= APih (vh − uh,vh − uh) = APih (vh − uh,wh)

≤ |APih (vh − ue,wh)|+ |APih (ue − uh,wh)|
≤ ‖ue − vh‖APih ‖wh‖APih + |APih (ue,wh)− (fh,wh)L2(Γh)|.

Dividing by ‖wh‖APih = ‖vh − uh‖APih together with inequality (5.18) completes the

proof.
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For the analysis of Problem (Lh) we define the bilinear form

Ah((u, λ), (v, µ)) := ALh (u,v)+bh(v, λ)+bh(u, µ), (u, λ), (v, µ) ∈ Vreg,h×Vreg,h.

From the well-posedness of the discrete problem (Lh) it follows that Ah(·, ·) fulfills a

discrete inf-sup property, i.e.

sup
(vh,µh)∈Vk

h,Θ×V
kl
h,Θ

Ah((uh, λh), (vh, µh))(
‖vh‖2ALh + ‖µh‖2M

) 1
2

&
(
‖uh‖2ALh + ‖λh‖2M

) 1
2

(5.19)

for all (uh, λh) ∈ Vk
h,Θ × V

kl
h,Θ. This will be used for a proof of the following Strang

Lemma.

Theorem 5.9. Let (u, λ) = (u∗T , λ) ∈ VT × L2(Γ) be the unique solution of

problem (L) with g := f , and (uh, λh) ∈ Vk
h,Θ × V klh,Θ the unique solution of the

discrete problem (Lh). The following discretization error bound holds:

‖ue − uh‖ALh + ‖λe − λh‖M

. min
(vh,µh)∈Vk

h,Θ×V
kl
h,Θ

(
‖ue − vh‖ALh + ‖λe − µh‖M

)
+ sup

(wh,ξh)∈Vk
h,Θ×V

kl
h,Θ

|Ah((ue, λe), (wh, ξh))− (fh,wh)L2(Γh)|(
‖wh‖2ALh + ‖ξh‖2M

) 1
2

.

(5.20)

Proof. The discretization (Lh) can be formulated in terms of the bilinear form

Ah(·, ·) on the product space Vk
h,Θ × V

kl
h,Θ. Using the discrete inf-sup property (5.19)

and the continuity of Ah(·, ·) with respect to the product norm (‖ · ‖2
ALh

+‖ · ‖2M )
1
2 one

can apply the same arguments as in the proof of Theorem 5.8.

In the following two sections we analyze the approximation errors and the con-

sistency errors, which appear in the Strang lemmas above.

5.3. Approximation error bounds. In the following lemma we show approx-

imation error bounds in the norms that occur in the Strang lemmas above.

Lemma 5.10. For u ∈ Hk+1(Γ)3 and λ ∈ Hkl+1(Γ) the following approximation

error bounds hold:

min
vh∈Vk

h,Θ

‖ue − vh‖APih . (hk + η
1
2hk+1)‖u‖Hk+1(Γ), i = 1, 2 (5.21)

min
(vh,µh)∈Vk

h,Θ×V
kl
h,Θ

(
‖ue − vh‖ALh + ‖λe − µh‖M

)
. hk‖u‖Hk+1(Γ) + (hkl+1 + ρ

1
2hkl+

1
2 )‖λ‖Hkl+1(Γ).

(5.22)

Proof. We start with the ‖ · ‖
A
P1
h

-norm. Let u ∈ Hk+1(Γ)3 and wh := IkΘ(ue) the

component-wise parametric interpolation. We then have

min
vh∈Vk

h,Θ

‖ue − vh‖2AP1
h

≤ ‖ue −wh‖2AP1
h

= ah(ue −wh,u
e −wh) + sh(ue −wh,u

e −wh) + kh(ue −wh,u
e −wh).
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For the first term we get using component-wise Lemma 3.1

ah(ue −wh,u
e −wh) . ‖Eh(ue −wh)‖2L2(Γh) + ‖ue −wh‖2L2(Γh)

. ‖∇(ue −wh)‖2L2(Γh) + ‖ue −wh‖2L2(Γh) . h2k‖u‖2Hk+1(Γ).
(5.23)

The second term leads to

sh(ue −wh,u
e −wh) = ρ‖∇(ue −wh)nh‖2L2(ΩΓ

Θ)

≤ ρ‖ue −wh‖2H1(ΩΓ
Θ)

(3.1)

. ρh2k‖ue‖2Hk+1(ΩΓ
Θ)

(3.3)

. ρh2k+1‖u‖2Hk+1(Γ).
(5.24)

For the third term we obtain

kh(ue −wh,u
e −wh) = η‖(ue −wh) · ñh‖2L2(Γh)

. η‖ue −wh‖2L2(Γh)

Lemma 3.1

. ηh2(k+1)‖u‖2Hk+1(Γ).

Combining this with (5.23), (5.24) and ρ . h−1 proves the bound for the ‖·‖
A
P1
h

-norm.

Since

aT,h(ue −wh,u
e −wh) . ‖ET,h(ue −wh)‖2L2(Γh) + ‖Ph(ue −wh)‖2L2(Γh)

. ‖Eh(ue −wh)‖2L2(Γh) + ‖ue −wh‖2L2(Γh)

we also immediately get the bound for the ‖ · ‖
A
P2
h

-norm. Hence, the result in (5.21)

holds. Now derive the result (5.22). Since

‖ue −wh‖2ALh = ah(ue −wh,u
e −wh) + sh(ue −wh,u

e −wh),

we use the estimates in (5.23) and (5.24). To show the approximation error bound in

the ‖ · ‖M -norm we take λ ∈ Hkl+1(Γ) and define ξh := IklΘ (λe). Then we have

min
µh∈V

kl
h,Θ

‖λe − µh‖M ≤ ‖λe − ξh‖M

. ‖λe − ξh‖L2(Γh) + ρ
1
2 ‖nh · ∇(λe − ξh)‖L2(ΩΓ

Θ)

Lemma 3.1

. hkl+1‖λ‖Hkl+1(Γ) + ρ
1
2 ‖λe − ξh‖H1(ΩΓ

Θ)

(3.1),(3.3)

. (hkl+1 + ρ
1
2hkl)‖λ‖Hkl+1(Γ),

which completes the proof.

Note that in (5.21), (5.22) we obtain optimal order approximation errors, provided

ρ . h−1 and η . h−2.

5.4. Consistency error analysis. In this section we present a consistency er-

ror analysis. The analysis is rather long and technical. The structure is a follows. In

section 5.4.1 we collect a few basic results for vector functions u ∈ H1(Γ)3 and corre-

sponding extensions ue ∈ H1(Γh)3. These results are rather straightforward and very

similar to known results for scalar surface functions. In section 5.4.2 we derive bounds

for basic components of the consistency error that are directly related to the geometry

approximation Γh ≈ Γ. We derive, for example, a bound for |ah(v,w) − a(vl,wl)|.
A key result is derived in section 5.5, namely a discrete Korn-type inequality. Using

these preparations, the consistency bounds for the three methods are derived in the

sections 5.5.1 and 5.5.2.
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5.4.1. Preliminaries. We start with results concerning the transformation of

the integrals between Γ and Γh. Using ∇p = P−dH we get for u ∈ H1(Γ) and x ∈ Γh

∇Γhu
e(x) = ∇Γh(u ◦ p)(x) = Ph(x)∇p(x)∇u(p(x))

= Ph(x)(P(x)− d(x)H(x))∇u(p(x)) = BT (x)∇Γu(p(x)),
(5.25)

with B = B(x) := P(I− dH)Ph (x ∈ Γh).

From [10] we have the following Lemma:

Lemma 5.11. For x ∈ Γh and B = B(x) as above, the map B|range(Ph(x)) is

invertible for h small enough, i.e. there is B−1 : range(P(x)) → range(Ph(x)) such

that

BB−1 = P, B−1B = Ph

and we have for u ∈ H1(Γ), x ∈ Γh,

∇Γu(p(x)) = P(x)B−T (x)∇Γhu
e(x).

Furthermore, the following estimates hold:

‖B‖L∞(Γh) . 1, ‖PhB
−1P‖L∞(Γh) . 1

‖PPh −B‖L∞(Γh) . hkg+1, ‖PhP−PhB
−1P‖L∞(Γh) . hkg+1.

For the surface measures on Γ and Γh we have the identity

dΓ = |B|dΓh

where |B| = |det(B)| and we have the estimates

‖1− |B|‖L∞(Γh) . hkg+1, ‖|B|‖L∞(Γh) . 1, ‖|B|−1‖L∞(Γh) . 1.

Applying Lemma 5.11 yields, for u ∈ H1(Γ),

∇Γu
l(p(x)) = P(x)B−T (x)∇Γhu(x), x ∈ Γh.

Similar useful transformation results for vector-valued functions are given in the fol-

lowing corollary.

Corollary 5.12. For u ∈ H1(Γ)3 and v ∈ H1(Γh)3 we have

(∇ueP)
e

= ∇ueP = ∇uePhB
−1P on Γh,(

∇vlP
)e

= ∇vlP = ∇vlPhB
−1P on Γh.

Proof. For u ∈ H1(Γ)3 we have with (5.25) and Lemma 5.11

eTi ∇uePh = (∇uei )TPh = (∇Γhu
e
i )
T = (BT∇Γui ◦ p)T

= (BTP∇uei )T = eTi ∇uePB on Γh

for i = 1, 2, 3. Multiplying by B−1P from the right results in the equation above. For

v ∈ H1(Γh)3 we use similar arguments:

eTi ∇vlPh = (∇vli)TPh = (∇Γhvi)
T = (BT∇Γv

l
i ◦ p)T

= (BTP∇vli)T = eTi ∇vliPB on Γh.
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for i = 1, 2, 3. Multiplying by B−1P from the right completes the proof.

For scalar-valued functions w ∈ H1(Γh) the following equivalences are well known

(see [3]):

‖w‖L2(Γh) ∼ ‖wl‖L2(Γ), ‖∇Γhw‖L2(Γh) ∼ ‖∇Γw
l‖L2(Γ).

We need similar equivalences for vector-valued functions. These are given in the

following lemma.

Lemma 5.13. For v ∈ H1(Γh)3 we have

‖v‖L2(Γh) ∼ ‖vl‖L2(Γ), (5.26)

‖∇vlPh‖L2(Γh) ∼ ‖∇vlP‖L2(Γ). (5.27)

Proof. Let v ∈ H1(Γh)3. We start with the first equivalence. Using the definition

of the lifting, i.e. vl(p(x)) = v(x) for x ∈ Γh, and the integral transformation rule,

with Lemma 5.11 we obtain (5.26). For the second norm equivalence we use Corollary

5.12:

‖∇vlPh‖2L2(Γh) =

∫
Γh

∇vlPh : ∇vlPh dsh =

∫
Γh

(
∇vlP

)e
B :

(
∇vlP

)e
B dsh

=

∫
Γ

∇vlP(B ◦ p−1) : ∇vlP(B ◦ p−1)|B|−1 ◦ p−1 ds

. ‖B ◦ p−1‖2L∞(Γ)‖|B|
−1 ◦ p−1‖L∞(Γ)‖∇vlP‖2L2(Γ) . ‖∇vlP‖2L2(Γ),

where p−1 is the inverse of p|Γh . The other direction is obtained with similar argu-

ments:

‖∇vlP‖2L2(Γ) =

∫
Γ

∇vlP : ∇vlP ds =

∫
Γh

(
∇vlP

)e
:
(
∇vlP

)e |B| dsh
=

∫
Γh

∇vlPhB
−1P : ∇vlPhB

−1P|B| dsh

. ‖PhB
−1P‖2L∞(Γh)‖|B|‖L∞(Γh)‖∇vlPh‖2L2(Γh) . ‖∇vlPh‖2L2(Γh).

5.4.2. Geometry errors. In this section we analyze certain parts of the con-

sistency error, which are similar in the three discretizations. For this we introduce

further notation. We define, for v,w ∈ Vreg,h:

Ga(v,w) := ah(v,w)− a(vl,wl), GaT (v,w) := aT,h(v,w)− aT (vl,wl),

Gf (w) := (f ,wl)L2(Γ) − (fh,w)L2(Γh).
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Let u = uT be the solution of (C) and wh ∈ Vk
h,Θ. The consistency term correspond-

ing to (P1h) can be written as

AP1

h (ue,wh)− (fh,wh)L2(Γh)

= ah(ue,wh) + sh(ue,wh) + kh(ue,wh)− (fh,wh)L2(Γh)

−a(u,Pwl
h) + (f ,wl

h)L2(Γ)︸ ︷︷ ︸
=0

= ah(ue,wh)− a(u,wl
h) + sh(ue,wh) + kh(ue,wh) (5.28)

+ (E(u), E((wl
h · n)n))L2(Γ) + (f ,wl

h)L2(Γ) − (fh,wh)L2(Γh)

= Ga(ue,wh) + (E(u), E((wl
h · n)n))L2(Γ) + sh(ue,wh) + kh(ue,wh) +Gf (wh).

Similarly, for (P2h) we get

AP2

h (ue,wh)− (fh,wh)L2(Γh)

= GaT (ue,wh) + sh(ue,wh) + kh(ue,wh) +Gf (wh).
(5.29)

Let (u, λ) be the solution of problem (L). With (wh, µh) ∈ Vk
h,Θ × V

kl
h,Θ we get,

Ah((ue, λe), (wh, µh))− (fh,wh)L2(Γh)

= ah(ue,wh) + bh(wh, λ
e) + bh(ue, µh) + sh(ue,wh)− (fh,wh)L2(Γh) (5.30)

+ (f ,wl
h)L2(Γ) − a(u,wl

h)− (wl
h · n, λ)L2(Γ)︸ ︷︷ ︸

=0

= Ga(ue,wh) + bh(wh, λ
e) + bh(ue, µh) + sh(ue,wh)− (wl

h · n, λ)L2(Γ) +Gf (wh).

For the derivation of bounds for the geometry errors Ga(·, ·), GaT (·, ·) and Gf (·) we

use the following lemma. We use the notation ET (w) := E(Pw) = E(w)−wNH, for

w ∈ H1(Γ)3.

Lemma 5.14. For v ∈ H1(Γh)3 the following bounds hold:

‖(∇Γvl)e −∇Γhv‖L2(Γh) . hkg‖v‖H1(Γh),

‖(E(vl))e − Eh(v)‖L2(Γh) . hkg‖v‖H1(Γh),

‖(ET (vl))e − ET,h(v)‖L2(Γh) . hkg
(
‖v‖H1(Γh) + h−1‖v · nh‖L2(Γh)

)
.

(5.31)

Proof. We start with the first inequality. Using Corollary 5.12 we can write

(∇Γvl)e −∇Γhv = (P∇vlP)e −Ph∇vlPh

= P∇vlPhB
−1P−Ph∇vlPh

= (P−Ph)∇vlPhB
−1P + Ph∇vlPh(PhB

−1P−PhP)

+ Ph∇vlPh(P−Ph).

Hence, with Lemma 5.11 we get

‖(∇Γvl)e −∇Γhv‖L2(Γh) . ‖P−Ph‖L∞(Γh)‖∇vlPh‖L2(Γh)‖PhB
−1P‖L∞(Γh)

+ ‖Ph‖L∞(Γh)‖∇vlPh‖L2(Γh)‖PhB
−1P−PhP‖L∞(Γh)

+ ‖Ph‖L∞(Γh)‖∇vlPh‖L2(Γh)‖P−Ph‖L∞(Γh)

. hkg‖∇vlPh‖L2(Γh),
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which shows the first inequality in (5.31). Combining this with

(E(vl))e − Eh(v) =
1

2

(
(∇Γvl)e + (∇TΓvl)e

)
− 1

2

(
∇Γhv +∇TΓhv

)
=

1

2

(
(∇Γvl)e −∇Γhv

)
+

1

2

(
(∇TΓvl)e −∇TΓhv

)
we obtain the second inequality in (5.31). For the last inequality in (5.31) we note

(ET (vl))e − ET,h(v) = (E(vl))e − Eh(v)− ((v · n)H)e + (v · nh)Hh.

Applying Lemma 3.2 and inequality (4.2) we obtain

‖((v · n)H)e − (v · nh)Hh‖L2(Γh)

. ‖(v · (n− nh))H‖L2(Γh) + ‖(v · nh)(H−Hh)‖L2(Γh)

. hkg‖v‖L2(Γh) + hkg−1‖v · nh‖L2(Γh) . hkg
(
‖v‖L2(Γh) + h−1‖v · nh‖L2(Γh)

)
.

Combining this with the second inequality in (5.31) we obtain the third one.

Lemma 5.15. Let fh be an approximation of f such that ‖|B|fe − fh‖L2(Γh) .
hkg+1‖f‖L2(Γ) holds. For v,w ∈ H1(Γh)3 we then have

|GaT (v,w)| . hkg
(
‖v‖H1(Γh) + h−1‖v · nh‖L2(Γh)

) (
‖w‖H1(Γh) + h−1‖w · nh‖L2(Γh)

)
,

|Ga(v,w)| . hkg‖v‖H1(Γh)‖w‖H1(Γh),

|Gf (w)| . hkg+1‖f‖L2(Γ)‖w‖L2(Γh).

Proof. We start with the estimate for the geometric error GaT (·, ·). Using the

definitions we can write

GaT (v,w) = aT,h(v,w)− aT (vl,wl)

= (ET,h(v), ET,h(w))L2(Γh) − (Phv,Phw)L2(Γh)

− (ET (vl), ET (wl))L2(Γ) + (Pvl,Pwl)L2(Γ).

(5.32)

Combining the second and fourth term we get

(Phv,Phw)L2(Γh) − (Pvl,Pwl)L2(Γ) = (Phv,Phw)L2(Γh) − (|B|Pv,Pw)L2(Γh).

Using an obvious splitting, ‖P − Ph‖L∞(Γh) . hkg and ‖1 − |B|‖L∞(Γh) . hkg+1 we

obtain a bound . hkg‖v‖L2(Γh)‖w‖L2(Γh). For the first and third term of the right

hand side of equation (5.32) we have

(ET,h(v), ET,h(w))L2(Γh) − (ET (vl), ET (wl))L2(Γ)

= (ET,h(v), ET,h(w))L2(Γh) − (|B|(ET (vl))e, (ET (wl))e)L2(Γh).

Using a similar splitting, the third inequality in Lemma 5.14, ‖(ET (vl))e‖L2(Γh) .
‖v‖H1(Γh), ‖(ET (wl))e‖L2(Γh) . ‖w‖H1(Γh) and combining this with the result above

we obtain the bound for GaT (·, ·). For

Ga(v,w) = ah(v,w)− a(vl,wl)

= (Eh(v), Eh(w))L2(Γh) − (v,w)L2(Γh)

− (E(vl), E(wl))L2(Γ) + (vl,wl)L2(Γ)
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very similar arguments can be applied. Finally, the bound for Gf (·) follows from

|Gf (w)| = |(f ,wl)L2(Γ) − (fh,w)L2(Γh)| =
∣∣(|B|fe,w)L2(Γh) − (fh,w)L2(Γh)

∣∣
. ‖|B|fe − fh‖L2(Γh)‖w‖L2(Γh) . hkg+1‖f‖L2(Γ)‖w‖L2(Γh).

Remark 5.1. If in Lemma 5.15, for v,w we take ue,we, with smooth function

u,w ∈ H2(Γ), it may be possible to improve the bounds. This can be relevant in

the derivation of L2-norm optimal error bounds (which we do not consider in this

paper).

5.5. Discrete Korn’s type inequality. In geometry error bounds derived in

Lemma 5.15 we obtain natural terms of the form ‖wh‖H1(Γh), with wh ∈ Vk
h,Θ. These

have to be controlled in terms of the discrete energy norms, cf. Strang-Lemmas. A

key tool for quantifying this control is a discrete Korn’s type inequality that is derived

in this section. This result can be understood as an analogon of so-called discrete H1

type bounds derived for higher order surface finite element spaces in [10].

Lemma 5.16. For h sufficiently small the following holds:

‖vh‖H1(Γh) . ‖ET,h(vh)‖L2(Γh) + ‖Phvh‖L2(Γh) + h−1‖vh · nh‖L2(Γh)

+ h−
1
2 ‖∇vhnh‖L2(ΩΓ

Θ), for all vh ∈ Vk
h,Θ.

(5.33)

Proof. From Lemma 5.13 it follows

‖vh‖H1(Γh) . ‖vlh‖H1(Γ) . ‖Pvlh‖H1(Γ) + ‖vlh · n‖H1(Γ). (5.34)

The term with the tangential part, ‖Pvlh‖H1(Γ), can be bounded using the surface

Korn inequality (Lemma 2.1) and Lemma 5.14:

‖Pvlh‖H1(Γ) . ‖E(Pvlh)‖L2(Γ) + ‖Pvlh‖L2(Γ) = ‖ET (vlh)‖L2(Γ) + ‖Pvlh‖L2(Γ)

. ‖
(
ET (vlh)

)e ‖L2(Γh) + ‖Pvh‖L2(Γh)

. ‖ET,h(vh)‖L2(Γh) + ‖
(
ET (vlh)

)e − ET,h(vh)‖L2(Γh) + ‖Pvh‖L2(Γh)

. ‖ET,h(vh)‖L2(Γh) + hkg
(
‖vh‖H1(Γh) + h−1‖vh · nh‖L2(Γh)

)
+ ‖Pvh‖L2(Γh).

For h sufficiently small the term hkg‖vh‖H1(Γh) can be moved to the left hand side

in (5.34). Hence, for the term ‖Pvlh‖H1(Γ) we have a desired bound as in (5.33). We

now treat the normal component ‖vlh · n‖H1(Γ). Note that

‖vlh · n‖H1(Γ) . ‖vlh · n‖L2(Γ) + ‖∇Γ(vlh · n)‖L2(Γ)

. ‖vh‖L2(Γh) + ‖∇Γh(vh · n)‖L2(Γh) . ‖vh‖L2(Γh) + ‖Ph(∇vh)Tn‖L2(Γh).
(5.35)

We introduce the linear parametric interpololation of n, n̂h := I1
Θn. For this interpo-

lation we have

‖∇n̂h‖L∞(ΩΓ
Θ) . 1, ‖n̂h − n‖L∞(ΩΓ

Θ) . h, ‖n̂h − nh‖L∞(ΩΓ
Θ) . h.

Note that vh · n̂h ∈ V k+1
h,Θ . We obtain:

‖Ph(∇vh)Tn‖L2(Γh) . ‖(∇vh)T n̂h‖L2(Γh) + h‖∇vh‖L2(Γh)

. ‖∇(vh · n̂h)‖L2(Γh) + ‖vh‖L2(Γh) + h‖∇vh‖L2(Γh).
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Using this in (5.35) and applying the estimate (5.6) yields

‖vlh · n‖H1(Γ) . ‖vh‖L2(Γh) + h
1
2 ‖∇vhnh‖L2(ΩΓ

Θ) + ‖∇(vh · n̂h)‖L2(Γh). (5.36)

Using (5.5) and (5.3) we get

‖∇(vh · n̂h)‖L2(Γh) . h−1‖vh · n̂h‖L2(Γh) + h−
1
2 ‖nh · ∇(vh · n̂h)‖L2(ΩΓ

Θ)

. ‖vh‖L2(Γh) + h−1‖vh · nh‖L2(Γh) + h−
1
2 ‖∇vhn̂h‖L2(ΩΓ

Θ) + h−
1
2 ‖vh‖L2(ΩΓ

Θ)

. ‖vh‖L2(Γh) + h−1‖vh · nh‖L2(Γh) + h−
1
2 ‖∇vhnh‖L2(ΩΓ

Θ) + h−
1
2 ‖vh‖L2(ΩΓ

Θ)

. ‖vh‖L2(Γh) + h−1‖vh · nh‖L2(Γh) + h−
1
2 ‖∇vhnh‖L2(ΩΓ

Θ).

From this and (5.36) we get

‖vlh · n‖H1(Γ) . ‖vh‖L2(Γh) + h−1‖vh · nh‖L2(Γh) + h−
1
2 ‖∇vhnh‖L2(ΩΓ

Θ)

. ‖Phvh‖L2(Γh) + h−1‖vh · nh‖L2(Γh) + h−
1
2 ‖∇vhnh‖L2(ΩΓ

Θ),

hence, also for the normal part we have a bound as in (5.33), which completes the

proof.

Corollary 5.17. For h sufficiently small and for arbitrary vh ∈ Vk
h,Θ we have

‖vh‖H1(Γh) . ‖ET,h(vh)‖L2(Γh) + ‖Phvh‖L2(Γh) + h−1‖vh · ñh‖L2(Γh) (5.37)

+ h−
1
2 ‖∇vhnh‖L2(ΩΓ

Θ),

‖vh‖H1(Γh) . ‖Eh(vh)‖L2(Γh) + ‖vh‖L2(Γh) + h−1‖vh · ñh‖L2(Γh) (5.38)

+ h−
1
2 ‖∇vhnh‖L2(ΩΓ

Θ).

Proof. Note that ‖vh · nh‖L2(Γh) . ‖vh · ñh‖L2(Γh) + hkg‖vh‖L2(Γh). Hence, the

result (5.37) is a consequence of (5.33). Using the definitions of ET,h(·), Eh(·) and a

triangle inequality the result (5.38) immediately follows from (5.37).

Remark 5.2. From the proof one can see that in the estimate (5.33) the part

‖ET,h(vh)‖L2(Γh) + ‖Phvh‖L2(Γh) is the key term to bound the H1(Γh) norm of the

tangential component of the vector function vh, and the part h−1‖vh · nh‖L2(Γh) +

h−
1
2 ‖∇vhnh‖L2(ΩΓ

Θ) is essential to bound the normal component.

5.5.1. Consistency error of the penalty methods (P1h) and (P2h). Based

on the results obtained in the previous sections the derivation of satisfactory consis-

tency error bounds is straightforward. In this section we derive these bounds for the

two penalty methods. Using the definitions of the bilinear forms APih (·, ·), i = 1, 2, we

obtain from Corollary 5.17, for ρ ∼ h−1 and η & h−2:

‖vh‖2H1(Γh) . APih (vh,vh), for all vh ∈ Vk
h,Θ. (5.39)

Lemma 5.18. Let u = uT ∈ VT be the unique solution of problem (C). We

assume that the data error satisfies ‖|B|fe − fh‖L2(Γh) . hkg+1‖f‖L2(Γ) and ρ ∼ h−1,
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η & h−2. Then the following bounds hold

sup
wh∈Vk

h,Θ

|AP1

h (ue,wh)− (fh,wh)L2(Γh)|
‖wh‖AP1

h

. (hkg + η
1
2hkp + η−

1
2 )‖u‖H1(Γ), (5.40)

sup
wh∈Vk

h,Θ

|AP2

h (ue,wh)− (fh,wh)L2(Γh)|
‖wh‖AP2

h

. (hkg + η
1
2hkp)‖u‖H1(Γ). (5.41)

Proof. We start with (5.41). Take wh ∈ Vk
h,Θ. We have, cf. (5.29),

AP2

h (ue,wh)− (fh,wh)L2(Γh) = GaT (ue,wh) + sh(ue,wh) + kh(ue,wh) +Gf (wh).

Using Lemma 5.15, (5.39) and ‖ue ·nh‖L2(Γh) = ‖ue ·(nh−n)‖L2(Γh) . hkg‖ue‖L2(Γh),

we get

|GaT (ue,wh)|
. hkg

(
‖ue‖H1(Γh) + h−1‖ue · nh‖L2(Γh)

) (
‖wh‖H1(Γh) + h−1‖wh · nh‖L2(Γh)

)
. hkg‖u‖H1(Γ)

(
‖wh‖H1(Γh) + h−1‖wh · ñh‖L2(Γh)

)
. hkg‖u‖H1(Γ)‖wh‖AP2

h

. (5.42)

We also have

|Gf (wh)| . hkg+1‖f‖L2(Γ)‖wh‖L2(Γh) . hkg+1‖u‖H1(Γ)‖wh‖AP2
h

. (5.43)

Using inequality (3.3) we obtain

|sh(ue,wh)| . h−1‖∇uenh‖L2(ΩΓ
Θ)‖∇whnh‖L2(ΩΓ

Θ)

. h−1‖∇ue(nh − n)‖L2(ΩΓ
Θ)‖∇whnh‖L2(ΩΓ

Θ)

. hkg−1‖∇ue‖L2(ΩΓ
Θ)‖∇whnh‖L2(ΩΓ

Θ)

. hkg−
1
2 ‖u‖H1(Γ)‖∇whnh‖L2(ΩΓ

Θ) . hkg‖u‖H1(Γ)‖wh‖AP2
h

.

(5.44)

The penalty term can be estimated as follows:

|kh(ue,wh)| . η‖ue · ñh‖L2(Γh)‖wh · ñh‖L2(Γh)

. η
1
2 ‖ue · (ñh − n)‖L2(Γh)‖wh‖AP2

h

. η
1
2hkp‖u‖L2(Γ)‖wh‖AP2

h

.

Combining these estimates completes the proof for (5.41). Next we show (5.40).

Recall that, cf. (5.28),

AP1

h (ue,wh)− (fh,wh)L2(Γh)

= Ga(ue,wh) + (E(u), E((wl
h · n)n))L2(Γ) + sh(ue,wh) + kh(ue,wh) +Gf (wh).

The terms Ga(·, ·), sh(·, ·), kh(·, ·) and Gf (·) can be estimated as above. We treat the

remaining term. Note that (cf. (2.4)), E((wl
h · n)n) = (wl

h · n)H. Using the lemmas
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5.11 and 5.13 we get

|(E(u), (wl
h · n)H)L2(Γ)|

= |(|B|(E(u))e, (wh · n)H)L2(Γh)| . ‖ue‖H1(Γh)‖wh · n‖L2(Γh)

. ‖u‖H1(Γ)‖wh · n‖L2(Γh) . ‖u‖H1(Γ)(‖wh · (n− ñh)‖L2(Γh) + ‖wh · ñh‖L2(Γh))

. ‖u‖H1(Γ)(h
kp‖wh‖L2(Γh) + ‖wh · ñh‖L2(Γh))

. (hkp + η−
1
2 )‖u‖H1(Γ)‖wh‖AP1

h

. (5.45)

Since kp ≥ kg we get (5.40).

In Lemma 5.18, for the stability and penalty parameters we restrict to ρ ∼ h−1

and η & h−2. For these parameter values we then have the estimate (5.39), which is

used at several places in the proof.

5.5.2. Consistency error of the Lagrange Method (Lh). In this section

we derive bounds for the Lagrange multiplier method. For this method we do not

have an analog of (5.39) of the form ‖vh‖2H1(Γh) . ALh (vh,vh) for all vh ∈ Vk
h,Θ.

Such an estimate is problematic, because the term h−1‖vh · nh‖L2(Γh) that occurs in

the discrete Korn’s type inequality (5.33) can not be controlled by the bilinear form

ALh (·, ·). Instead we only have the (weaker) bound

‖vh‖2H1(Γh) . h−2ALh (vh,vh) for all vh ∈ Vk
h,Θ, (5.46)

which follows from (5.6) and the definition of ALh (·, ·), cf. Remark 6.1.

Lemma 5.19. Let (u, λ) ∈ V∗×L2(Γ) be the unique solution of problem (L). We

further assume that the data error satisfies ‖|B|fe − fh‖L2(Γh) . hkg+1‖f‖L2(Γ) and

Assumption 5.1 holds. Then we obtain the following bound:

sup
(wh,µh)∈Vk

h,Θ×V
kl
h,Θ

|Ah((ue, λe), (wh, µh))− (fh,wh)L2(Γh)|(
‖wh‖2ALh + ‖µh‖2M

) 1
2

. hkg−1‖u‖H1(Γ) + hkg‖λ‖H1(Γ).

Proof. Take (wh, µh) ∈ Vk
h,Θ × V

kl
h,Θ. Using (5.30) we obtain

Ah((ue, λe), (wh, µh))− (fh,wh)L2(Γh)

= Ga(ue,wh) + bh(wh, λ
e) + bh(ue, µh) + sh(ue,wh)− (wl

h · n, λ)L2(Γ) +Gf (wh)

= Ga(ue,wh)︸ ︷︷ ︸
(1)

+ (wh · nh, λe)L2(Γh) − (wl
h · n, λ)L2(Γ)︸ ︷︷ ︸

(2)

+ (ue · nh, µh)L2(Γh)︸ ︷︷ ︸
(3)

+ sh(ue,wh)︸ ︷︷ ︸
(4)

+ s̃h(wh, λ
e)︸ ︷︷ ︸

(5)

+ s̃h(ue, µh)︸ ︷︷ ︸
(6)

+Gf (wh)︸ ︷︷ ︸
(7)

.

We derive bounds for these seven terms. We start with term (1). Applying Lemma

5.15 and (5.46) we get

|Ga(ue,wh)| . hkg‖ue‖H1(Γh)‖wh‖H1(Γh) . hkg−1‖u‖H1(Γ)‖wh‖ALh .
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With Lemma 5.11 we obtain for term (2)

|(wh · nh, λe)L2(Γh) − (wl
h · n, λ)L2(Γ)|

= |(wh · nh, λe)L2(Γh) − (|B|(wh · n), λe)L2(Γh)|
= |(wh · (nh − n), λe)L2(Γh) − ((|B| − 1)(wh · n), λe)L2(Γh)| . hkg‖λ‖L2(Γ)‖wh‖ALh .

For term (3) we have

|(ue · nh, µh)L2(Γh)| = |(ue · (nh − n), µh)L2(Γh)|
. ‖nh − n‖L∞(Γh)‖ue‖L2(Γh)‖µh‖L2(Γh) . hkg‖u‖L2(Γ)‖µh‖M .

The terms (4) and (7) can be estimated as in (5.44) and (5.43):

|sh(ue,wh)| . hkg‖u‖H1(Γ)‖wh‖ALh , |Gf (wh)| . hkg+1‖u‖H1(Γ)‖wh‖ALh .

Finally, for the terms (5), (6) we can apply arguments as in (5.44), resulting in

|s̃h(wh, λ
e)| . hkg‖λ‖H1(Γ)‖wh‖ALh , |s̃h(ue, µh)| . hkg‖u‖H1(Γ)‖µh‖M .

Combining the bounds for these terms which completes the proof.

Note that compared to the consistency error bounds for the penalty methods

in Lemma 5.18, for the Lagrange multiplier method we (only) have hkg−1‖u‖H1(Γ)

(instead of hkg‖u‖H1(Γ)). The loss of one power in h is caused by the estimate (5.46).

5.6. Discretization error bounds. We combine the Strang-Lemma 5.8 and

the bounds for the approximation error and the consistency error to obtain bounds

for the discretization error in the energy norms. We first consider the inconsistent

penalty formulation (P1h).

Theorem 5.20. Let u ∈ V and uh ∈ Vk
h,Θ be the solution of (C) and of

(P1h), respectively. We assume that the data error satisfies ‖|B|fe − fh‖L2(Γh) .
hkg+1‖f‖L2(Γ) and ρ ∼ h−1, η & h−2. Then the following bound holds

‖ue − uh‖AP1
h

. (hk + η
1
2hk+1)‖u‖Hk+1(Γ) + (hkg + η

1
2hkp + η−

1
2 )‖u‖H1(Γ). (5.47)

Remark 5.3. We discuss this error bound. For linear finite elements, i.e. k = 1,

kg = 1 (linear geometry approximation), kp = 2 (higher order normal approximation

in the penalty term) and η ∼ h−2 we obtain an optimal order error bound. However,

for higher order finite elements, i.e. k ≥ 2, we are not able to choose the other

parameters (kg, kp, η) such that we have an optimal order error bound. If we balance

the terms η
1
2hk+1 and η−

1
2 this yields η ∼ h−(k+1). Using this parameter choice and

kg = k (isoparametric case), kp = k + 2 (higher order normal approximation in the

penalty term), we obtain an (suboptimal) error bound of the order h
1
2 (k+1). This

suboptimal result is due to the factor η−
1
2 in the error bound, which is caused (only)

by the estimate for the inconstency term (E(u), (wl
h · n)H)L2(Γ) in (5.45).

Next we consider the consistent penalty formulation (P2h).

Theorem 5.21. Let u ∈ V and uh ∈ Vk
h,Θ be the solution of (C) and of

(P2h), respectively. We assume that the data error satisfies ‖|B|fe − fh‖L2(Γh) .
hkg+1‖f‖L2(Γ) and ρ ∼ h−1, η & h−2. Then the following bound holds:

‖ue − uh‖AP2
h

. (hk + η
1
2hk+1)‖u‖Hk+1(Γ) + (hkg + η

1
2hkp)‖u‖H1(Γ). (5.48)
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Remark 5.4. Note that the bound in (5.48) is the same as in (5.47), except for

the term η−
1
2 that occurs in (5.47) due to the inconsistency of the method (P1h). In

view of the factor η
1
2hk+1 we take η ∼ h−2. Based on the consistency error term we

take kg = k (isoparametric case) and kp = k + 1 (higher order normal approximation

in the penalty term). This then yields an optimal order error bound.

The same estimates as in (5.47) and (5.48) also hold with the energy norm ‖·‖
A
Pi
h

replaced by the H1(Γh) norm:

Corollary 5.22. Let u ∈ V, uh ∈ Vk
h,Θ, ũh ∈ Vk

h,Θ be solution of (C), (P1h)

and of (P2h), respectively. The following discretization errror bounds hold:

‖ue − uh‖H1(Γh) . (hk + η
1
2hk+1)‖u‖Hk+1(Γ) + (hkg + η

1
2hkp + η−

1
2 )‖u‖H1(Γ),

‖ue − ũh‖H1(Γh) . (hk + η
1
2hk+1)‖u‖Hk+1(Γ) + (hkg + η

1
2hkp)‖u‖H1(Γ).

Proof. We show the first bound. The second bound can be shown analogously.

Using Lemma 3.1 and inequality (5.39) we get

‖ue − uh‖H1(Γh) ≤ ‖ue − IkΘ(ue)‖H1(Γh) + ‖IkΘ(ue)− uh‖H1(Γh)

. hk‖u‖Hk+1(Γ) + ‖IkΘ(ue)− uh‖AP1
h

.

Since

‖IkΘ(ue)− uh‖AP1
h

≤ ‖IkΘ(ue)− ue‖
A
P1
h

+ ‖ue − uh‖AP1
h

we get the desired result using Lemma 5.10 and Theorem 5.21

Finally we consider the Lagrange multiplier formulation.

Theorem 5.23. Let (u, λ) ∈ V∗ × L2(Γ) and (uh, λh) ∈ V kh,Θ × V klh,Θ be the

solution of (L) and of (Lh), respectively. We assume that the data error satisfies

‖|B|fe − fh‖L2(Γh) . hkg+1‖f‖L2(Γ) and Assumption 5.1 holds. Then we obtain the

following error bound:

‖ue − uh‖ALh + ‖λe − λh‖M

. hk‖u‖Hk+1(Γ) + (hkl+1 + ρ
1
2hkl+

1
2 )‖λ‖Hkl+1(Γ) + hkg−1‖u‖H1(Γ) + hkg‖λ‖H1(Γ)

Remark 5.5. In the case of isoparametric finite elements, i.e. k = kg, we do not

get an optimal order error bound. For the case of superparametric finite elements, i.e.

kg = k + 1, we distinguish two cases. First, for kl = k (same degree finite elements

for the Lagrange multiplier as for the primal variable) we can take any ρ = cαh
1−α,

α ∈ [0, 2], and cα as in Corollary 5.6. For kl = k − 1 (k ≥ 2) we restrict to ρ = cαh

with cα as in Corollary 5.6. In both cases we then obtain an optimal order error

bound.

6. Numerical experiments. In this section we present results of a few numer-

ical experiments. We implemented the different methods in Netgen/NGSolve with

ngsxfem [1, 13].
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For Γ we take the unit sphere which is characterized by the zero level of the

distance function function φ(x) =
√
x2

1 + x2
2 + x2

3−1, x = (x1, x2, x3)T . The surface is

embedded in the domain Ω = [−1.5, 1.5]3. We start with an unstructured tetrahedral

Netgen-mesh with hmax = 0.5 (see [22]) and locally refine the mesh using a marked-

edge bisection method (refinement of tetrahedra that are intersected by the surface).

We consider the vector Laplace problem (C) with the prescribed solution

u∗(x) = P(x)

(
− x2

3

x2
1 + x2

2 + x2
3

,
x2√

x2
1 + x2

2 + x2
3

,
x1√

x2
1 + x2

2 + x2
3

)T
.

The solution is tangential, i.e. Pu∗ = u∗, and constant in normal direction, i.e.

u∗ = (u∗)e. The right-hand side f is computed according to equation (2.1).

We first consider the penalty formulations (P1h) and (P2h). The normal approx-

imation ñh used in the penalty term is computed as follows. We interpolate the exact

level set function φ in the finite element space V
kp
h,Θ, which we denote by φ̃h, and then

set ñh := ∇φ̃h
‖∇φ̃h‖2

. For the approximation of the Weingarten mapping (needed only

in (P2h)) we take Hh = ∇(I
kg
Θ (nh)). The resulting linear systems are solved using a

direct solver.

We start with problem (P1h). In Figure 6.1 the error measured in the ‖ · ‖
A
P1
h

-

norm is shown, for different choices of parameters and refinement levels.

1 2 3 4 5 6

10−3

10−2

10−1

100

101

Refinement level

E
rr

or

k = 1, η = h−2, kp = 2

k = 1, η = 10
h2 , kp = 1

k = 2, η = h−2, kp = 3

k = 2, η = h−3, kp = 4

O(h)

O(h1.5)

Fig. 6.1: ‖ · ‖
A
P1
h

-error for problem (P1h) with kg = k and ρ = h−1.

For isoparametric linear finite elements (k = kg = 1) and a one order higher

normal approximation for the penalty term (kp = 2) we observe optimal O(h)-

convergence. Choosing the same order for the normal approximation (kp = 1) we do

not have convergence. In the experiment with k = kg = kp = 1 we used η = 10 · h−2

(instead of η = h−2) to have a bigger constant in the term η
1
2hkp in (5.47), in order to

see the loss of one order more clearly. For the case k = 2 we do not observe optimal
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(second order) convergence in Figure 6.1. For k = 2, η = h−2, kp = 3 we obtain

(only) first order convergence, whereas for k = 2, η = h−3, kp = 4 the error behaves

as ∼ h1.5. All these results are in agreement with the bounds in Theorem 5.20, cf.

Remark 5.3.

Next we consider problem (P2h). In Figure 6.2 we show the discretization error

measured in the ‖·‖
A
P2
h

-norm for different choices of parameters and refinement levels.

For isoparametric finite elements (k = kg) and a one order higher normal approxi-

mation for the penalty term (kp = k + 1) we observe optimal O(hk)-convergence for

k = 1, . . . , 3. For isoparametric quadratic finite elements (k = kg = 2) and a normal

approximation of order two in the penalty term (kp = 2) we observe a loss of one

order, i.e. O(h)-convergence. All these results are in agreement with the bounds in

Theorem 5.21, cf. Remark 5.4.

1 2 3 4 5 6
10−6

10−5

10−4

10−3

10−2

10−1

100

101

Refinement level

E
rr

or

k = 1, kp = 2
k = 2, kp = 3
k = 2, kp = 2
k = 3, kp = 4

O(h)

O(h2)

O(h3)

Fig. 6.2: ‖ · ‖
A
P2
h

-error for problem (P2h) with kg = k, ρ = h−1 and η = h−2.

Finally we present results for problem (Lh). The exact Lagrange multiplier λ

is computed according to equation (2.12). We use a preconditioned MINRES solver

with a block diagonal preconditioner as introduced in [6] to solve the linear systems.

In Figure 6.3 we present the error ‖u∗ −uh‖ALh and in one case the error ‖λ− λh‖M ,

which is labeled with an M , for different choices of parameters and refinement levels

(note that the two curves for kl = 1 are almost indistinguishable).

We take ρ = h−1 for superparametric finite elements (kg = k + 1) and ρ = h for

isoparametric finite elements (kg = k). For superparametric finite elements (kg = k+

1) with kl = k we observe optimal O(hk)-convergence. For these cases the error ‖λ−
λh‖M has the same convergence order (not shown). However, isoparametric quadratic

finite elements (k = kg = 2) with kl = k results in optimal O(h2)-convergence for

‖u∗ − uh‖ALh but suboptimal O(h)-convergence for ‖λ− λh‖M (shown with label M

in the figure). This shows that the power kg − 1 in the term hkg−1 in Theorem 5.23

is sharp and superparametric finite elements (kg = k + 1) are necessary to obtain
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1 2 3 4 5 6

10−4

10−3

10−2

10−1

100

101

Refinement level

E
rr

or

k = kl = 1, kg = 2
k = kl = kg = 2
k = kl = kg = 2, M
k = kl = 2, kg = 3
k = 2, kl = 1, kg = 3

O(h)

O(h2)

Fig. 6.3: ‖ · ‖ALh -error and ‖ · ‖M -error for problem (Lh).

an optimal order of convergence (for both primal variable and Lagrange multiplier).

Taking ρ = h−1 in this case results in better than O(h)-convergence but clearly less

than O(h2)-convergence (not shown). For superparametric quadratic finite elements

(k = 2, kg = 3) with kl = 1 we observe (only) O(h)-convergence. All these results are

in agreement with Theorem 5.23, cf. Remark 5.5.

A drawback of the Lagrange multiplier method compared with the two penalty

methods is the fact that (in our experience) the resulting saddle point system is (much)

more difficult to solve. The condition number of this matrix is typically very large,

in particular for the case ρ = h.

We did not derive L2-error bounds and therefore do not present numerical results

for L2-errors. We note, however, that for the cases of optimal O(hk)-convergence in

the energy norms we also have O(hk+1)-convergence in the L2-norm. In case of the

Lagrange multiplier method (Lh) we observe this optimal L2-norm convergence only

for tangential error component, i.e. ‖Ph(u∗ − uh)‖L2(Γh). An analysis of L2-norm

convergence is left for future research.

Remark 6.1. For the problem considered in this section we performed an exper-

iment to see whether the h−2 factor in the estimate (5.46) is sharp. We numerically

computed

ch := min
vh∈Vk

h,Θ

ALh (vh,vh)

‖vh‖2H1(Γh)

for the parameter values ρ = h, k = 1 and kg = 2 as well as kg = 1. The results

clearly indicate a ch ∼ h2 behavior.
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