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Abstract

This work is devoted to the structure of the time-discrete Green–Naghdi equa-
tions including bathymetry. We use the projection structure of the equations to
characterize homogeneous and inhomogeneous boundary conditions for which
the semi-discrete equations are well-posed. This structure allows us to propose
efficient and robust numerical treatment of the boundary conditions that ensures
entropy stability of the scheme by construction. Numerical evidence is provided to
illustrate that our approach is suitable for situations of practical interest that are not
covered by existing theory.

Keywords: shallow water flow, Green-Naghdi equations, dispersive equations, boundary con-

ditions, prediction correction scheme, projection method, entropy satisfying scheme

1 Introduction

The Green–Naghdi model [18, 44] is a reduced model for free surface flows that is well
adapted to the propagation of waves, especially in coastal areas [46]. It can be derived
from the incompressible free-surface Euler equations, also referred to as water waves
model, either by assuming an irrotational flow [32] or by vertical averaging [14]. Since
the Green–Naghdi model is nonlinear and dispersive, the analysis of non-trivial bound-
ary conditions is rather challenging. Only few contributions on boundary conditions
for the Green–Naghdi equations are available, while the articles [3, 35] propose some
analysis in a similar context. The fact that in many cases boundary conditions for nu-
merical schemes are tailored to reproduce a specific phenomenon and justified only
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afterwards shows that we are still far away from a full understanding of boundary con-
ditions for the Green–Naghdi and the water waves model. It is the purpose of this work
to shed some more light on this topic. More specifically, we propose a class of boundary
conditions for the time-discrete Green–Naghdi model for which the resulting scheme
is entropy stable by construction.

For hyperbolic models, such as the shallow water equations, there is a number of
suitable boundary conditions one may pose, depending on the number of characteris-
tics entering the domain. In this manner standard boundary conditions such as peri-
odic, transparent, symmetric or fixing some of the unknowns have been analyzed in the
literature [40, 41, 25, 24, 23, 26, 37]. However, both the Green–Naghdi equations and the
water waves model are not hyperbolic and for dispersive models like them there is no
equivalent to characteristics. Usually the analysis is performed on the whole spacial do-
main, or with periodic or symmetric (wall) boundary conditions, see [27, 31, 32, 33, 36].
The strategy for linear dispersive equations proposed in [3] shares similarities with the
approach based on characteristics for hyperbolic problems. However, it leads to ex-
pensive computations that are difficult to perform for the Green–Naghdi model, both
for the linearized model and the non-linear one.

For practical numerical applications on the Green–Naghdi equations mostly peri-
odic or symmetric boundary conditions have been investigated in depth [2, 6, 9, 13, 30].
In applications in oceanography a transparent boundary condition used for outgoing
waves is indispensable. Usually it is replaced by an absorbing boundary layer by adding
a source term to dissipate the energy of the wave, see [29]. To the best of our knowledge
only few contributions go beyond this. In [28] the authors propose a fine numerical
analysis of transparent boundary conditions based on the Dirichlet-to-Neumann map.
Unfortunately this strategy is non-local in time, which makes it quite complex in prac-
tice. A range of recent schemes for the Green–Naghdi model [2, 6, 13, 38, 43] apply
a prediction-correction strategy, which is well-known for the Euler and Navier–Stokes
equations and dates back to [10, 45], see [19] for a review. In [1], a set of boundary con-
ditions is used that mimics the homogeneous boundary conditions of the Euler model
based on duality of the differential operators involved. In this work we aim to go one
step further in this direction by preserving the duality structure at the discrete level.
This ensures a discrete projection property and allows to treat also inhomogeneous
boundary conditions.

Let us briefly present the structure of this article. In §2 we introduce the Green–
Naghdi equations. A time-discretization naturally leads to a splitting into an advection
step including the shallow water equations, and a correction step. In §3 we investigate
the correction step for the time-discrete and space-continuous case. We formulate the
correction step as projection for the whole space domain in §3.1. For a suitable choice
of boundary conditions this property is preserved for bounded domains, cf. §3.2. In §4
we investigate the fully discrete correction step. We present a general strategy to con-
struct a scheme with a discrete projection property for the whole space domain in §4.1.
To demonstrate the benefits of this strategy we apply it with a simple discretization.
In §4.2 a condition on discrete boundary conditions is established that ensures that
the scheme is still a projection for bounded domains. In §5, we propose a range of
boundary conditions for the fully discrete scheme for the full Green–Naghdi equations
that satisfy the previously established condition. Numerical evidence is presented to
demonstrate the approach in some 1D situations, for which previously no strategy was
available.
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2 Prediction-correction splitting

In this section we first present the system of Green–Naghdi equations in 1D and 2D and
introduce the splitting based on a time discretization.

2.1 The Serre/Green–Naghdi model

With temporal and spatial variables (t , x) ∈R+×Ω, where the space domain Ω is a sub-
set of Rd in d ∈ {1,2} dimensions, the system of Green–Naghdi equations [14] can be
formulated as

∂t h +∇· (hu) = 0,(1a)

∂t (hu)+∇·
(
hu ⊗u + g

2
h2I

)
=−∇(hq)− (g h +qB )∇B ,(1b)

∂t (hw)+∇· (hw u) = qB ,(1c)

∂t (hσ)+∇· (hσ u) =p
3(2q −qB ).(1d)

The given quantities are the gravitational constant g , the bathymetry B(t , x) ∈ R repre-
senting the bottom, and I denotes the identity matrix in Rd×d . The unknowns are the
following: h(t , x) ∈R+ is the water depth, u(t , x) ∈Rd is the vertical-averaged horizontal
velocity, w(t , x) ∈ R is the vertical-averaged vertical velocity, σ(t , x) ∈ R is the oriented
vertical standard deviation of the vertical velocity. The vertical-averaged hydrodynamic
pressure q(t , x) ∈ R and the hydrodynamic pressure at the bottom qB (t , x) ∈ R are also
unknowns of the Green–Naghdi model. They should be seen as Lagrange multipliers to
ensure that the following constraints are satisfied

w = u ·∇B − h

2
∇·u and σ=− h

2
p

3
∇·u.(1e)

In Figure 1 an illustration of the unknown functions is given. Additionally, initial con-
ditions

(
h,u

)
(0, x) = (

h0,u0) (x) have to be prescribed, while the initial vertical velocity(
w ,σ

)
(0, x) =:

(
w0,σ0

)
(x) are given as function of

(
h0,u0) (x) by the constraints (1e).

Note that there is a variety of formulations of the Green–Naghdi equations that are
equivalent for sufficiently smooth solutions, cf. [12, 32, 39, 47]. The formulation (1) is a
slightly weaker version in the sense that it contains more variables but only first order
differential operators. It has the advantage that in the time-discrete form it exhibits a
linear projection structure similar to the incompressible Euler equations.

For the whole spatial domain Ω = Rd some analysis on the Green–Naghdi model
is performed in [32]. In [27, 33, 36] it is shown that the Green–Naghdi model is well-
posed in a finite time cylinder (0,T )×Rd such that at the maximal time T either the
water depth degenerates or the velocity tends to infinity. In addition, sufficiently regular
solutions of (1) satisfy the following energy conservation identity

(2)
∂t

(
g h

(
B + h

2

)
+ h

2

(
u2 +w2 +σ2

))
+∇·

((
g (h +B)+q + 1

2

(
u2 +w2 +σ2))hu

)
= 0.
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Figure 1: Illustration of the unknowns in the Green–Naghdi model (1).

2.2 The time-discrete problem

In the following we consider a time-discrete version of the Green–Naghdi equations
without discretization in the spatial domain. For the time stepping we set t 0 = 0 and
t n+1 = t n +δn

t with time step δn
t > 0. The choice of δn

t is discussed further in §5.
The time-discrete problem can be decomposed into two steps per time step. This

results in a prediction-correction type approach similar to the one for the incompress-
ible Euler equations, cf. [19]. Each time step can be formulated as composition of an
explicit shallow water and advection step, and an implicit correction step ensuring the
constraints by means of the pressure functions q and qB . Such a splitting into an ad-
vection step and a correction step is used in a number of contributions in particular for
numerical computations, see [2, 6, 13, 38, 43].

(I) Advection step: For given
(
hn ,un , wn ,σn

)
let

(
hn∗,un∗, wn∗,σn∗)

be such that

hn∗ = hn −δn
t ∇·F n

h ,(3a)

hn∗un∗ = hnun −δn
t ∇·F n

hu +δn
t Sn ,(3b)

hn∗wn∗ = hn wn −δn
t ∇·F n

hw ,(3c)

hn∗σn∗ = hnσn −δn
t ∇·F n

hσ.(3d)

We have abbreviated the shallow water source term and flux vector, respectively, by

Sn :=−g hn∇B n and


F n

h
F n

hu
F n

hw
F n

hσ

 :=


hnun

hnun ⊗un + g
2 (hn)2I

hn wnun

hnσnun

 .

Hence, the functions (hn∗,hn∗un∗) are given as solutions to the explicit time-discrete
shallow water system with source term consisting of (3a), (3b). Then (hn∗wn∗,hn∗σn∗)
are solutions to the system of advection equations (3c), (3d), which is of the same form
as the one describing the transport of a passive pollutant. This hyperbolic system can
be approximated numerically by standard methods, cf. [7].

(II) Correction step: Then let hn+1 := hn∗ and let the functions
(
un+1, wn+1,σn+1

)
and

(
qn+1, qn+1

B

)
be determined by

hn+1un+1 = hn+1un∗ −δn
t

(
∇(hn+1qn+1)+qn+1

B ∇B
)

,(4a)

hn+1wn+1 = hn+1wn∗+δn
t qn+1

B ,(4b)

hn+1σn+1 = hn+1σn∗ +δn
t

p
3
(
2qn+1 −qn+1

B

)
,(4c)
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subject to the constraints

wn+1 = un+1 ·∇B − hn+1

2
∇·un+1 and σn+1 =−hn+1

2
p

3
∇·un+1.(4d)

Remark 1. The water depth hn+1 is fully determined by the advection step. In the cor-
rection step it merely serves as a parameter, and hence the constraints are linear in the
unknown functions

(
un+1, wn+1,σn+1

)
. This is a major benefit of the splitting strategy.

As already observed in [2, 38, 43], the system (4) is related to a projection of the
solutions of the advection step (3) to the set of admissible solutions satisfying the con-

straints (4d). In fact, the pressure functions
(
qn+1, qn+1

B

)
act as Lagrange multipliers

enforcing the constraints. In the following section we investigate the correction step
and its projection structure in more detail.

3 Correction step of the time-discrete problem

In this section we analyze a single correction step. We shall find that it indeed has pro-
jection structure for the whole space domainΩ=Rd , see §3.1. On bounded setsΩ⊂Rd

we characterize boundary conditions for which the projection structure is still avail-
able, see §3.2.

Let us recall the system (4) and for simplicity we avoid the time step indices. Within
the correction step the water depth function is fixed and can be seen as parameter h(x)
similarly as the bathymetry B(x), see Remark 1. Also the time step δt > 0 is fixed already
by the preceding advection step. We want to find functions U = (u, w ,σ)> and

(
q , qB

)
such that for the given function U∗ = (

u∗, w∗,σ∗)> we have that

(5a) U =U∗−δtΨh
(
q , qB

)
with Ψh

(
q , qB

)
:= 1

h

∇(hq)+qB∇B
−qB

−p3(2q −qB )

 ,

subject to the constraints

w = u ·∇B − h

2
∇·u, and σ=− h

2
p

3
∇·u.(5b)

To investigate the projection structure, let us introduce the formal framework in-
cluding some assumptions on the fixed functions. Let the spaces Lp (Ω) and W 1,p (Ω)
be the standard Lebesgue and Sobolev spaces, for p ∈ [1,∞] and an open set Ω ⊂ Rd .
For p =∞ those are the spaces of essentially bounded functions, and of Lipschitz func-
tions, respectively.

Hypothesis 1 (Parameters). Assume that:

i) h ≥ 0, h ∈ L∞(Ω) and 1/h ∈ L∞(Ω);

ii) B ∈W 1,∞(Ω);

iii) δt > 0.
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Hypothesis 1.i) means that h is a positive function on Ω, it is essentially bounded
and bounded away from zero. This is in general not the case for solutions of the ad-
vection step (3), since so-called dry areas may occur. Those are subsets of Ω on which
h = 0 and they are of great importance in practice. In their presence the correction step
would have to be restricted to a compact subset of the support of h. To reduce the level
of technicality in this section we focus on non-degenerating h as in Hypothesis 1.i). We
shall see in §4 that for the fully discrete problem it is not an issue to deal with dry areas.

3.1 Whole space domainΩ=Rd

In this section we consider the system of equations (5) on the whole space Ω = Rd to
prepare and motivate the subsequent approach for bounded domains, see §3.2.

Thanks to Hypothesis 1.i) the water depth h is a weight function on Ω as defined in
measure theory. Hence, we may work with the following weighted scalar product〈

f , g
〉

h :=
ˆ
Ω

h f g dx,

the induced norm ||·||h , and L2 (Ω;h) the space of measurable function onΩwith bounded
||·||h-norm. The weighted norm ||·||h appears naturally in the energy estimates (2) and
also in the estimate for the advection equations (3). Hence, it is natural to assume that

U∗ = (u∗, w∗,σ∗)> ∈ L2 (Ω;h)d ×L2 (Ω;h)×L2 (Ω;h) =: L2 (Ω;h)d+2 .

The constraints in (5b) define a space of admissible functions, in which any solution
U of (5) is contained.

Definition 1 (Space of admissible functions). For any open set Ω ⊂ Rd , we define the
space of admissible functions onΩ by

Ah :=
{

U = (u, w,σ)> ∈ L2 (Ω;h)d+2 : w = u ·∇B − h
2 ∇·u, σ=− h

2
p

3
∇·u

}
.

Furthermore, for any closed linear subspace E ⊂ L2 (Ω;h)d+2 we denote by Πh[E]
the linear 〈·, ·〉h-orthogonal projection mapping L2 (Ω;h)d+2 to E, defined by

(6) 〈Πh[E](U ),V 〉h = 〈U ,V 〉h for all V ∈ E.

The space L2 (Ω;h)d+2 is a Hilbert space and by Hypothesis 1 one can show that Ah is
a closed linear subspace of L2 (Ω;h)d+2. Consequently, the projection Πh[Ah] is well-
defined. ByA⊥

h we denote the 〈·, ·〉h-orthogonal complement ofAh in L2 (Ω;h)d+2.
Now we are in the position to present the projection structure of (5).

Lemma 1 (Projection property on Ω = Rd ). Let Hypothesis 1 be satisfied on Ω = Rd .

Let a function U∗ ∈ L2
(
Rd ;h

)d+2
be given. Assume that U ∈ L2

(
Rd ;h

)d+2
and functions

(q , qB ) ∈ L2
(
Rd ;h

)
such that ∇(hq) ∈ L2(Rd )d are a solution to the correction step (5).

Then, the solution is determined by the projection to the space of admissible functions in
the sense that

U =Πh[Ah]
(
U∗)

and Ψh
(
q , qB

) ∈A⊥
h .

Proof. By the constraints (5b) we have that U ∈Ah . Furthermore, if (5) is satisfied, then
we have for all V = (V1,V2,V3)> ∈Ah that〈

U −U∗,V
〉

h =−δt

ˆ
Rd

∇· (hqV1)dx = 0.(7)
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Note that by assumption we have that ∇(hq) ∈ L2(Rd )d and since V ∈Ah using Hypoth-
esis 1.i) we find that ∇·V1 ∈ L2(Rd ). The fact that the integral vanishes follows by smooth
approximation, the Gauß–Green theorem, and decay properties of integrable functions
on Rd . This proves that Ψh

(
q , qB

) ∈ A⊥
h and by uniqueness of the decomposition it

follows that U =Πh[Ah] (U∗).

The projection structure has the following benefits: The space-continuous problem
is well-posed and the following energy balance holds

(8)
1

δt

(
||U ||2h − ∣∣∣∣U∗∣∣∣∣2

h

)
=−δt

∣∣∣∣Ψh
(
q , qB

)∣∣∣∣2
h .

For numerical computations a space-discrete projection property is particularly useful,
since it guarantees numerical stability. More precisely, a discrete version of the iden-
tity (8) ensures that the scheme for the space discrete correction step is entropy stable,
where the mechanical energy acts as mathematical entropy. In addition, the projection
property paves the way to efficient higher-order schemes requiring only one implicit
correction step, cf. [19]. This strategy has been applied to the Green–Naghdi model
in [38] for symmetric boundary conditions and numerical evidence shows that the sec-
ond order is recovered. Last but not least, in the following section we adopt the projec-
tion point of view to identify a family of boundary conditions for which well-posedness
of the correction step is guaranteed.

Functions in Ah and A⊥
h enjoy regularity properties in the sense that the hypoth-

esis of Lemma 1 are satisfied without extra assumptions. In order to show this let us
consider the classical function spaces for an open subsetΩ⊂Rd defined by

H 1(Ω) :=
{

f ∈ L2(Ω) : ∇ f ∈ L2(Ω)d
}

,

H(div;Ω) :=
{

f ∈ L2(Ω)d : ∇· f ∈ L2(Ω)
}

,

and recall that by Hypothesis 1.i) the function spaces L2(Ω) and L2 (Ω;h) coincide.

Proposition 2. Let Hypothesis 1 be satisfied for an open subsetΩ⊂Rd .

i) For any U = (
u, w ,σ

)> ∈Ah we have that u ∈ H(div;Ω).

ii) For any Φ ∈ A⊥
h there exists a unique pair of functions

(
q , qB

) ∈ L2(Ω)2 such that

Ψh
(
q , qB

)=ΦwithΨh as in (5a). In addition, one has that hq ∈ H 1(Ω).

iii) Conversely, for any
(
q , qB

) ∈ L2(Ω)2 with hq ∈ H 1(Ω) one hasΨh
(
q , qB

) ∈A⊥
h .

Proof. The proof of i) follows from the second constraint using that σ ∈ L2 (Ω;h) and
1/h ∈ L∞(Ω). Further, iii) follows from the proof of Lemma 1. It remains to prove ii).

For a functionΦ= (φ1,φ2,φ3)> ∈A⊥
h ⊂ L2 (Ω;h)d+2 we choose

(
q , qB

) ∈ L2(Ω) as

qB :=−hφ2 and q :=−h

2

(
φ2 + φ3p

3

)
.

By a direct computation we find that hφ3 = −p3(2q − qB ) which agrees with the third
component ofΨh

(
q , qB

)
and uniqueness is given. Hence, it remains to identify the first

components. SinceΦ ∈A⊥
h , we have for any V = (V1,V2,V3)> ∈Ah that

(9) 0 = 〈V ,Φ〉h =
ˆ
Ω

V1 ·h
(
φ1 +φ2∇B

)
dx −

ˆ
Ω

h2

2

(
φ2 + 1p

3
φ3

)
∇·V1 dx.
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This implies that h(φ1 +φ2∇B) ∈ L2(Ω)d is the weak gradient of −h2

2

(
φ2 + 1p

3
φ3

)
= hq .

It follows that hq =−h2

2

(
φ2 + 1p

3
φ3

)
∈ H 1(Ω) and that

hφ1 =−∇
(

h2

2

(
φ2 + 1p

3
φ3

))
−hφ2∇B =∇(

hq
)+qB∇B.

This identifies the first component ofΨh
(
q , qB

)
and finishes the proof.

Thanks to Proposition 2 the inverse mapping Ψ−1
h : A⊥

h → L2(Ω)2 with Ψ−1
h ◦Ψh = I

exists. In fact, it is given by

(10) Ψ−1
h (Φ) =−h

(
1

2

(
φ2 + φ3p

3

)
,φ2

)
forΦ= (

φ1,φ2,φ3
)> ∈A⊥

h .

By linearity of the system of equations (5) and orthogonality, uniqueness of solutions
follows. Thus, by Lemma 1 and Lemma 2 we have that the unique solution is given by
the projection and no extra assumption on the Sobolev regularity is needed.

Lemma 3 (Well-posedness onΩ=Rd ). Let Hypothesis 1 be satisfied onΩ=Rd .

Then, for any U∗ ∈ L2
(
Rd ;h

)d+2
there exists a unique solution to the correction step (5)

on Ω, consisting of functions U ∈Ah and
(
q , qB

) ∈ L2(R)2 with hq ∈ H 1(Rd ). The solu-
tion is given by

U =Πh[Ah](U∗) and
(
q , qB

)=Ψ−1
h

(
U∗−U

δt

)
.

In the next section we aim for a similar result for bounded spatial domains.

Remark 2 (Weighted spaces). It is possible to make sense of weighted spaces L2(Ω;ω) for
weaker notions of weight functions ω than we assumed for h in Hypothesis 1.i), cf. [21].
In fact, by Hypothesis 1.i) the weighted space L2 (Ω;h) and the standard Lebesgue space
L2(Ω) agree. Without using Hypothesis 1.i) for U ∈Ah and Ψh

(
q , qB

) ∈A⊥
h as above one

finds that

∇·u ∈ L2(Ω;h3), qB ∈ L2(Ω;1/h), hq ∈ L2(Ω;1/h3) and ∇(
hq

) ∈ L2(Ω;1/h)d .

Recall that under Hypothesis 1.i) this is equivalent to the statement in Proposition 2.

We choose the setting of unweighted Sobolev spaces in order to have classical trace
theory at hand in §3.2.

3.2 Bounded spatial domainΩ⊂Rd

In this section we identify a class of boundary conditions for which the system of equa-
tions maintains the projection structure encountered in §3.1. More specifically, we aim
to pose boundary conditions yielding well-posedness analogously as in Lemma 3. We
consider an open bounded setΩ⊂Rd with Lipschitz boundary ∂Ω. Recall that the proof
of the projection structure in Lemma 1 relies on the Gauß–Green Theorem with bound-
ary terms vanishing at infinity. In the case of a bounded domain the remaining term in
the duality relation is

(11) −
ˆ
Ω

∇· (hq V1)dx =−
ˆ
∂Ω

hq V1 ·ν ds(x),
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for any V = (V1,V2,V3)> ∈Ah and anyΦ= (Φ1,Φ2,Φ3) ∈ Im(Ψh) with q the first compo-
nent of Ψ−1

h (Φ), provided the traces are sufficiently smooth. Here ν denotes the outer
unit normal on ∂Ω. This motivates our choice of boundary conditions preserving a pro-
jection structure for homogeneous boundary conditions, which is available in the case
of the whole space domain. For this we supplement the definition of the admissible
spaceAh and the pressure functions by certain zero boundary values such that

〈V ,Φ〉h = 0,

for all V ∈Ah and anyΦ ∈ Im(Ψh) that satisfy those homogeneous boundary conditions
to be specified in the following.

For the scope of this section, we assume that the boundary ∂Ω can be decomposed
into subsets on each of which one of the factors of the integrand vanishes.

Hypothesis 2 (Decomposition of the boundary ∂Ω). Let Ω ⊂ Rd be an open bounded
and connected set with Lipschitz boundary ∂Ω. Assume that there exist relatively open
sets Γu ,Γhq ⊂ ∂Ω with finitely many connected components decomposing the boundary

∂Ω, i.e., we have that ∂Ω= Γu ∪Γhq and Γu ∩Γhq =;.

A domain Ω with finitely many connected components can be treated componen-
twise, and hence the assumption of Ω being connected is not very restrictive. Note
that the decomposition of ∂Ω is considered as given for the correction step but is fixed
within one time step in the same sense as h, cf. Remark 1. In §4 we discuss possible
choices of decomposition for specific applications.

Now let us consider the following formal boundary conditions

(12) u ·ν|Γu = ũ and hq |Γhq = h̃q

for given functions ũ : Γu →R and h̃q : Γhq →R.
Let us comment on the function space framework in which we formulate the bound-

ary conditions. Any function in H 1(Ω) admits a trace in H 1/2(∂Ω), and the trace oper-
ator mapping H 1(Ω) to H 1/2(∂Ω) is linear, bounded and onto. Similarly, the normal
trace space of H(div;Ω) is H−1/2(∂Ω). Here H−1/2(∂Ω) is the dual space of H 1/2(∂Ω)
with respect to L2(∂Ω) and we denote the duality relation by 〈·, ·〉H−1/2(∂Ω),H 1/2(∂Ω). Also

the trace operator mapping H(div;Ω) to H−1/2(∂Ω) is linear, bounded and onto. The
following integration by parts formula holds for any v ∈ H(div;Ω) and φ ∈ H 1(Ω)

ˆ
Ω

v ·∇φdx +
ˆ
Ω

∇· vφdx = 〈
v ·ν,φ

〉
H−1/2(∂Ω),H 1/2(∂Ω) .(13)

cf. [16, Ch. I.2.2], where for readability we do not introduce notation for the traces op-
erators. Note that H 1/2(∂Ω) ⊂ L2(∂Ω), and hence trace functions can be restricted to
Γhq ⊂ ∂Ω. Since hq ∈ H 1(Ω) we thus may consider boundary data h̃q ∈ H 1/2(Γhq ).
However, distributions in H−1/2(∂Ω) cannot in general be restricted to subsets of ∂Ω
since the respective trace operator is not continuous, cf. [15]. Thanks to the properties
of functions in the admissible set Ah given by Lemma 2 we have that u ∈ H(div;Ω) and
thus it has a trace in H−1/2 (∂Ω). To impose data on u ·ν|Γu in a suitable sense, we have
to specify how to impose conditions on a restriction of a distribution in H−1/2 (∂Ω) to a
part of the boundary in a suitably weak sense.

As indicated by (11) and (13) homogeneous boundary conditions, i.e., choosing ũ :=
0 and h̃q := 0 ensure the projection property since then the boundary term vanishes,
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see §3.2.1 below. The case of inhomogeneous boundary conditions can be reduced to
the one of homogeneous boundary conditions by the standard approach of reference
functions, see §3.2.2.

3.2.1 Homogeneous boundary conditions

We consider homogeneous boundary conditions in (12), i.e.,

u ·ν|Γu = 0 and hq |Γhq = 0,(14)

in a sense of traces to be specified.
Let us first introduce the spaces with homogeneous conditions on the respective

traces. For this purpose let Γ ⊂ ∂Ω be a relatively open subset with finitely many con-
nected components and let Γc = (∂Ω \Γ)◦ be the relative open complement of Γ in ∂Ω.
Now we define the subspaces H 1

Γc (Ω) ⊂ H 1(Ω) and HΓ(div;Ω) ⊂ H(div;Ω), by

H 1
Γc (Ω) := { f ∈ H 1(Ω) : f |Γc = 0 as trace in H 1/2 (

Γc)},

HΓ(div;Ω) := {v ∈ H(div;Ω) :
〈

v ·ν, f
〉

H−1/2(∂Ω),H 1/2(∂Ω) = 0 for all f ∈ H 1
Γc (Ω)}.

Note that by the continuity of the trace operators both spaces H 1
Γc (Ω) and HΓ(div;Ω) are

closed. Now we may introduce the space of admissible functions with a homogeneous
condition on the normal trace.

Definition 2 (Space of admissible functions with homogeneous trace condition). For
an open bounded set Ω ⊂ Rd with Lipschitz boundary ∂Ω let Ah be as in Definition 1.
For a relatively open subset Γ⊂ ∂Ω with finitely many connected components we denote
the space of admissible functions with homogeneous condition on the normal trace by

Ah,Γ :=Ah ∩ (
HΓ(div;Ω)×L2(Ω;h)×L2(Ω;h)

)
.

Due to the fact that both Ah and HΓ(div;Ω) are closed subspaces of the respec-
tive spaces it follows that Ah,Γ is a closed linear subspace of Ah ⊂ L2 (Ω;h)d+2. Con-
sequently, the 〈·, ·〉h-orthogonal projection Πh[Ah,Γ] is well-defined, cf. (6), and the de-
composition of functions in L2 (Ω;h)d+2 into Ah,Γ and the 〈·, ·〉h-orthogonal comple-
mentA⊥

h,Γ is unique. The following result highlights the link between the adjointness of

the differential operators in H 1
Γc (Ω) and HΓ(div;Ω) and the orthogonality of the spaces

Ah,Γ andA⊥
h,Γ.

Lemma 4 (Characterization of A⊥
h,Γ). Let Hypothesis 1 be satisfied on an open bounded

set Ω ⊂ Rd with Lipschitz boundary ∂Ω. Let Γ ⊂ ∂Ω be a relatively open subset with
finitely many connected components.

Then, there is a one-to-one correspondence between Φ ∈A⊥
h,Γ and a pair of functions(

q , qB
) ∈ L2(Ω)2 with hq ∈ H 1

Γc (Ω) such thatΨh
(
q , qB

)=Φ.

Proof. First note that the proof of Proposition 2.ii) is still valid if we replaceAh byAh,Γ.
This implies that for any Φ ∈ A⊥

h,Γ there exist there exists a unique pair of functions(
q , qB

) ∈ L2(Ω)2 such that Ψh
(
q , qB

) = Φ and additionally hq ∈ H 1(Ω). It remains to
show that hq|Γc = 0 in the sense of H 1/2-traces. Starting from (9), integrating by parts
with (13) we obtain in particular for any smooth function V = (V1,V2,V3)> ∈Ah,Γ that

0 = 〈
V1,hq ·ν〉

H−1/2(∂Ω),H 1/2(∂Ω) =
ˆ
Γ

hqV1 ·ν ds(x)+
ˆ
Γc

hqV1 ·ν ds(x),
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and the boundary term on Γ vanishes since V ∈Ah,Γ. Since Γc is a Lipschitz curve with
finitely many connected components we conclude that hq1|Γc = 0 in the sense of H 1/2-
traces.

The reverse implication follows combining the arguments in Lemma 1 and (13)
leading to ˆ

Ω

v ·∇φdx +
ˆ
Ω

∇· vφdx = 0,

for any φ ∈ H 1
Γc (Ω) and any v ∈ HΓ(div;Ω).

Now we are in the position to deduce the following well-posedness result.

Proposition 5 (Homogeneous boundary conditions). Let Hypothesis 1 and Hypothesis 2
be satisfied with a bounded open set Ω⊂Rd .

For any function U∗ ∈ L2 (Ω;h)d+2 there exists a unique solution of the correction
step (5) on Ω subject to homogeneous boundary conditions (14), consisting of functions
U0 ∈Ah,Γu and

(
q0, qB0

) ∈ L2(Ω)2 with hq0 ∈ H 1
Γhq

(Ω). The solution is given by

U0 =Πh[Ah,Γu ](U∗) and
(
q0, qB0

)=Ψ−1
h

(
U∗−U0

δt

)
.

As a consequence of the projection structure, the energy conservation law (8) still
holds on the bounded domain with homogeneous boundary condition (14).

3.2.2 Inhomogeneous boundary conditions

As mentioned before, to consider inhomogeneous boundary conditions as in (12), we
have to give a sense to the restriction of distributions in H−1/2 (∂Ω) to a part of the
boundary. Due to the non-locality of such distributions, this has to be done in a weak
sense. For this purpose let us introduce the equivalence relation that appears also in
the definition of HΓ(div;Ω) above. For any ṽ , ũ ∈ H−1/2 (∂Ω), we define

(15) ṽ
Γ≡ ũ iff

〈
ṽ , f

〉
H−1/2(∂Ω),H 1/2(∂Ω) =

〈
ũ, f

〉
H−1/2(∂Ω),H 1/2(∂Ω) for all f ∈ H 1

Γc (Ω).

We shall impose data on the normal trace in H−1/2(∂Ω) in the sense of this equivalence
relation. This means in particular that only the equivalence class of the given boundary
datum ũ is used. However, note that this way of imposing boundary values is very weak.
In fact, imposing more regular data ũ does not lead to more regular normal traces in
general. Even if one assumes that ũ ∈ H 1/2(∂Ω), the solution might not be sufficiently
regular to ensure integrability of the normal trace. Only if u is sufficiently regular, e.g.,
if u ∈ H 1(Ω), we know that the normal trace of u agrees with ũ a.e. on Γ.

This ambiguity would already appear for more classical equations such as the in-
compressible Euler equations. Thus, we shall not elaborate on this here.

Definition 3 (Admissible functions with inhomogeneous trace condition). Let Hypoth-
esis 1 and Hypothesis 2 be satisfied. For any function ũ ∈ H−1/2(∂Ω) we denote the set of
admissible functions with normal trace equivalent to ũ on Γu in the sense of (15) by

Ah,Γu (ũ) :=
{

V = (V1,V2,V3)> ∈Ah : V1 ·ν Γu≡ ũ

}
.
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Note that Ah,Γu (0) = Ah,Γu . For ũ 6= 0 the set Ah,Γu (ũ) is not a linear, but an affine
closed subspace. Hence, an affine projection mapping to Ah,Γu (ũ) can be defined.

One may also include inhomogeneous boundary conditions on hq . For brevity of
the notation we introduce the affine closed subset of functions in H 1(Ω) with given
trace h̃q ∈ H 1/2(Γhq ) by

HΓhq (h̃q) :=
{

f ∈ H 1(Ω) : f |Γhq = h̃q in the sense of H 1/2-traces
}

,

and note that HΓhq (0) = H 1
Γhq

(Ω). We apply the standard approach using reference

functions to the problem to reduce the inhomogeneous case for both velocity and pres-
sure functions to the homogeneous one considered in §3.2.1. More precisely, for given
ũ ∈ H−1/2(∂Ω) and h̃q ∈ H 1/2(Γhq ) we call any pair of functions U r ∈ Ah,Γu (ũ) and

qr ∈ L2(Ω) such that hqr ∈HΓhq (h̃q) reference functions. Note that the reference func-
tions do not have to satisfy a system of equations, but satisfy the given boundary values
as specified. The existence of such reference functions can be proved by classical ex-
tension results, see [16, Ch. I]. Observe that one can reduce the problem as follows: Let
the functions U ∈Ah,Γu (ũ) and

(
q , qB

) ∈ L2(Ω)2 such that hq ∈HΓhq (h̃q) be solutions of
the correction step (5) subject to the inhomogeneous boundary conditions (12). Then,
setting

U0 =U −U r and q0 = q −qr ∈ L2(Ω),

we find that U0 ∈ Ah,Γu and q0 ∈ L2(Ω) such that hq0 ∈ H 1
Γhq

(Ω). Furthermore, by lin-

earity of the equations we obtain that U0, q0 are solutions of some system of equations
depending on U r , qr subject to the homogeneous boundary conditions (14). For this
system of equations subject to homogeneous boundary conditions Proposition 5 can
be applied. With this strategy for the case of inhomogeneous boundary conditions we
obtain well-posedness of the correction step on bounded domains.

Theorem 6 (Inhomogeneous boundary conditions). Let Hypothesis 1 and Hypothesis 2
be satisfied with a bounded open set Ω⊂Rd .

For any given functions U∗ ∈ L2 (Ω;h)d+2, ũ ∈ H−1/2(∂Ω) and h̃q ∈ H 1/2(Γhq ) there
exists a unique solution of the correction step (5) on Ω subject to inhomogeneous bound-
ary conditions (12), consisting of functions U ∈Ah,Γu (ũ) and

(
q , qB

) ∈ L2(Ω)2 with hq ∈
HΓhq (h̃q). The solution is given by

(16) U =U r +Πh[Ah,Γu ]
(
U∗−U r −δtΨh

(
qr ,0

))
and

(
q , qB

)=Ψ−1
h

(
U∗−U

δt

)
,

for any pair of reference functions U r ∈Ah,Γu (ũ) and qr ∈ L2(Ω) such that hqr ∈HΓhq (h̃q).

Proof. We start by showing that the functions given by (16) are a solution of the cor-
rection step (5) with inhomogeneous boundary conditions (12). By replacing the un-
knowns U = U r +U0 ∈ Ah,Γu (ũ) and q = qr + q0 ∈ L2(Ω) with hq ∈ HΓhq (h̃q) let us
rewrite (5) as

U∗ =U +δtΨh
(
q , qB

)=U0 +U r +δtΨh
(
qr +q0, qB

)
.

The new unknown functions are U0 ∈ Ah,Γu and q0 ∈ L2(Ω) such that hq0 ∈ H 1
Γhq

(Ω).

Thus, equivalently to solving the correction step with inhomogeneous boundary con-
ditions, we want to find U0 ∈Ah,Γu , and q0, qB with hq0 ∈ H 1

Γhq
(Ω) such that

U0 =U∗−U r −δtΨh
(
qr ,0

)−δtΨh
(
q0, qB

)
,
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where we also have used the bilinearity ofΨh . With U∗−U r −δtΨh
(
qr ,0

) ∈ L2 (Ω;h)d+1,
Proposition 5 ensures the existence of such solutions, given by

U0 =Πh[Ah,Γu ]
(
U∗−U r −δtΨh

(
qr ,0

))
,(

q0, qB
)=Ψ−1

h

(
U∗−U r −δtΨh

(
qr ,0

)−U0

δt

)
=Ψ−1

h

(
U∗−U

δt

)
− (

qr ,0
)

,

where again bilinearity ofΨh is used. We conclude that U , q , qB given by (16) satisfy (5).
It remains to show uniqueness of solutions to the correction step (5) with inhomo-

geneous boundary conditions (12), which shows in particular that the solutions are in-
dependent of the reference functions U r , qr . Assume that for given U∗ ∈ L2 (Ω;h)d+2

and boundary data ũ, h̃q as before there are two solutions to the problem (5) subject
to the inhomogeneous boundary conditions. Due to the linearity of the equations, the
difference of the solutions satisfies the system of equations (5) for U∗ = 0 and homo-
geneous boundary conditions. By Proposition 5 we have uniqueness of solutions, and
since the trivial functions is a solution it follows that the two solutions agree.

For inhomogeneous boundary conditions the energy identity (8) is not satisfied be-
cause orthogonality is lost through the affine shift by reference functions. Indeed, in
the scalar product

〈
U ,Ψh

(
q , qB

)〉
h the boundary term does not vanish. Thus, we arrive

at the following energy identity

1
δt

(
||U ||2h − ∣∣∣∣U∗∣∣∣∣2

h

)
=−δt

∣∣∣∣Ψh
(
q , qB

)∣∣∣∣2
h −2

〈
U ,Ψh

(
q , qB

)〉
h

=−δt
∣∣∣∣Ψh

(
q , qB

)∣∣∣∣2
h −2

〈
u ·ν,hq

〉
H−1/2(∂Ω),H 1/2(∂Ω)

=−δt
∣∣∣∣Ψh

(
q , qB

)∣∣∣∣2
h −2

(ˆ
Γu

ũ hq ds(x)+
ˆ
Γhq

(u ·ν)h̃q ds(x)

)
,

where the last equality holds only if the traces are sufficiently regular.

Remark 3. Let us conclude this section with further remarks on the boundary conditions.

(i) (Projection property) Instead of including inhomogeneous boundary conditions
on the velocity by means of reference functions one might directly work with the affine
projection Π̃h[Ah,Γu (ũ)] mapping to the closed affine space Ah,Γu (ũ). This is defined by∣∣∣∣Π̃h[Ah,Γu (ũ)](U∗)−U∗∣∣∣∣2

h = min
V ∈Ah,Γu (ũ)

∣∣∣∣V −U∗∣∣∣∣2
h for any U∗ ∈ L2 (Ω;h)d+2 .

However, by this approach we do not gain the same insight into the boundary values
of hq |Γhq and cannot immediately include inhomogeneous boundary conditions on the
pressure. This, in turn, will be of practical interest in §4. In fact one can show that the
mapping Ph : U∗ 7→U given by Theorem 6 is a projection in the sense that Ph |Ah,Γu (ũ) is

the identity if and only if h̃q = 0 or Γhq =;. In this case the mapping Ph coincides with
the affine projection Π̃h .

(ii) (Well-posedness) The fact that well-posedness for solutions with U ∈Ah,Γu (ũ) and

hq ∈HΓhq (h̃q) is guaranteed means that in this framework one cannot hope to impose
anything extra in terms of boundary conditions. In particular, once Γu and Γhq are fixed

as in Hypothesis 2 and once the values for ũ and h̃q are prescribed, one cannot prescribe
anything extra on u ·ν|Γhq or on hq |Γu in a suitable sense. The freedom consists in the pos-
sibility to choose the decomposition of ∂Ω and the data imposed on one of the functions
on each of the parts of the boundary.
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(iii) (Elliptic equation) One can show that U = (
u, w ,σ

)> and
(
q , qB

)
form a solution

to the corrections step as discussed above if and only if u is a unique solution of an elliptic
system of equations, cf. [38]. If the functions involved are sufficiently regular for the traces
of the following terms to be well-defined, one can see that u satisfies on Γhq

h2

2
∇B ·u − h3

3
∇·u = h2

2

(
w∗+ σ∗

p
3

)
+δt h̃q on Γhq .

Similarly, under suitable assumptions on the solutions equivalence to hq being a solu-
tion to an elliptic equation (see [2] in a similar context) can be proved. Again under
suitable regularity assumptions it follows that hq satisfies on Γu the following relation

∂ν
(
hq

)+ ∂νB

4+|∇B |2
(
6q −∇B ·∇(

hq
))

= h

δt

(
u∗ ·ν+ ∂νB

4+|∇B |2
(
w∗−p

3σ∗−u∗ ·∇B
)
− ũ

) on Γu ,

where ∂ν f :=∇ f ·ν. This shows that there is no freedom to impose additional conditions.

(iv) (Alternative boundary conditions) Our study is based on the choice to define the
solution of the time-discrete Green–Naghdi model as the projection of the solution to the
shallow water step onto a set of admissible functions. On bounded domains alternative
formulations of the problem might lead to other (well-posed) boundary conditions.

4 Projection scheme for the fully discrete correction step

In this section we consider the correction step for the fully discrete problem, i.e., ad-
ditionally to the time discretization as introduced in §2.2 we also discretize in space.
Assume that a numerical scheme is given that approximates the advection step on a
polygonal tesselation T of a spacial domain Ω ⊂ Rd . Let Dh , Du , Dw and Dσ denote
the respective sets of degrees of freedom of the unknown functions h, u, w and σ. For
colocalized schemes one has that Dh = Dw = Dσ = T and Du = (T)d , see [7]. For stag-
gered discretizations one still has that Dh = Dw = Dσ = T, but in general Du 6= (T)d ,
see [22]. Even more generally there are schemes for which the components of the hor-
izontal velocity u do not use the same degrees of freedom, see [20]. For high order nu-
merical methods such as finite element methods or discontinuous Galerkin methods,
for the description of an unknown function a several degrees of freedom on each cell
k ∈ T of the mesh are required so that card(Da) > card(T), cf. [42]. Schemes as men-
tioned lead to a non-negative water depth h? := (hk )k∈Dh ≥ 0 and the velocity function

U∗
? =

((
u∗

k

)
k∈Du ,

(
w∗

k

)
k∈Dw ,

(
σ∗

k

)
k∈Dσ

)
as approximate solution of the advection step (3).

Note that in the advection step also the time step δt > 0 is fixed.
Now we shall focus on the numerical approximation of the correction step. In §4.1

we present a strategy to construct a numerical scheme satisfying a discrete projection
property on the whole space without dry areas. Hence, there is no boundary. This rep-
resents a discrete counterpart of the situation in Lemma 1. Implementing boundary
conditions is not straightforward for general fully discrete schemes. Thus, in §4.1.2 we
choose one specific scheme to be considered from then on. Then, in §4.2 we focus
on the numerical boundary conditions for bounded spatial domains. As in the space-
continuous situation in §3.2 we identify a class of boundary conditions that are compat-
ible with a discrete projection property of the scheme. In §4.2.1 we start by considering
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faces on the boundary of the computational domain. Then in §4.2.2 we focus on dry
front faces.

4.1 Whole space domain

In the current section we present an approach for the whole space domain, which is
adapted in the sequel to identify a class of boundary conditions for bounded domains.

4.1.1 General strategy

In this section we present a general approach to construct schemes with a discrete or-
thogonal projection property. This strategy is applicable in numerous situations be-
sides the ones considered here. We present three steps that, by construction, lead to a
numerical scheme which is a projection onto a certain discrete linear space.

(I) Discrete scalar product: We require a discrete weighted scalar product. For given
positive H? = (Hk )k∈Dh > 0, and each of the unknown functions a ∈ {u, w ,σ} we assume

that a scalar product 〈·, ·〉δ,a
H?

: Rcard(Da )×Rcard(Da ) →R is specified. Then, a discrete coun-
terpart of the weighted Lebesgue space for one of the unknown functions a is given by
the weighted space of sequences

`2 (
Da ; H?

)= {
χ? = (

χk
)

k∈Da :
∣∣∣∣χ?∣∣∣∣δ,a

H?
<∞

}
with

∣∣∣∣χ?∣∣∣∣δ,a
H?

:=
√〈

χ?,χ?
〉δ,a

H?
.

We denote the degrees of freedom for the full velocity vector U = (u, w ,σ) with slight
abuse of notation byDU :=Du ×Dw ×Dσ. Then, for the full vector of unknown functions

the weighted discrete scalar product 〈·, ·〉δH?
: Rcard(DU ) ×Rcard(DU ) →R is given by

〈U1?

U2?

U3?

 ,

V1?

V2?

V3?

〉δ

H?

:= 〈U1?,V1?〉δ,u
H?

+〈U2?,V2?〉δ,w
H?

+〈U3?,V3?〉δ,σ
H?

.

It equips the space `2
(
DU ; H?

)
:= `2

(
Du ; H?

)
×`2

(
Dw ; H?

)
×`2 (Dσ; H?) with a scalar

product. Note that this shall be applied for the water depth function h? given by the
advection step, assuming for now that hk > 0, for any k ∈Dh . Later in §4.2.2 the interior
dry front shall be treated as part of the boundary.

(II) Admissible discrete functions: We consider a discrete version Aδh?
of the space

of admissible functions Ah . To avoid a restriction of the presentation to a particular
scheme, at this point we keep the definition of Aδh? relatively vage. We only demand

that it is a closed linear subspace of `2(DU ;h?) that is consistent with the definition of
Ah . Then we denote by Πδh? [Aδh? ] the 〈·, ·〉δh?-orthogonal projection mapping to Aδh? .
Motivated by Lemma 1 we define the approximate velocity vector for the fully discrete
problem on the whole space as the projection to the discrete space of admissible func-
tionAδh? , that is, by

U? =Πδh? [Aδh? ]
(
U∗
?

)
for any U∗

? ∈ `2 (
DU ;h?

)
.

By this U? is fully determined and we do not have any additional freedom. However, it is
not clear how to compute it. In fact there are various numerical methods to determine
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linear projections, such as minimization schemes or methods based on a variational
formulation. At this stage it is also clear that there exists a uniquely determined func-

tionΦ? = ((
φ1k

)
k∈Du ,

(
φ2k

)
k∈Dw ,

(
φ3k

)
k∈Dσ

) ∈ (
Aδh?

)⊥
such that

U? =U∗
? −δtΦ?,

where
(
Aδh?

)⊥
is the 〈·, ·〉δh?-orthogonal complement ofAδh? in `2(DU ;h?).

(III) Discrete hydrodynamic pressures: It remains to identify certain discrete pressure
functions withΦ? so that equation (4) is satisfied in a suitable sense. If one is interested
only in U?, at least for first order schemes this need not be done in the computation
but only theoretically. Let Dq and DqB denote the respective degrees of freedom of q

and qB . If there is an invertible mapping Ψδ
h?

: Rcard(Dq ) ×Rcard(DqB ) →
(
Aδh?

)⊥
, which is

a consistent discrete counterpart of the mapping Ψh defined in (10), then the discrete
hydrodynamic pressure functions can be recovered by(

qk
qBk

)
=

(
Ψδ

h?

)−1
(Φ?) |k .

Note that the discretization of the hydrodynamic pressure functions (determined by
Dq and DqB ) is less relevant as long as the mapping Ψδ

h?
is invertible. If one chooses(

Ψδ
h?

)−1 |k (Φ?) := Ψ−1
h (Φk ) with Ψ−1

h as defined in (10) then it follows that DqB = Dw

and if Dw = Dσ, then also Dq = Dσ = Dw . However, in general it is not necessary to
choose the same degrees of freedom for the discrete hydrodynamic pressures as for the
velocity functions, as is the case for staggered grids.

4.1.2 Application to a simple case

To showcase the benefits of the previously outlined strategy we apply it in a simple sit-
uation. We assume that to each polygonal cell k ∈ T in a given regular tesselation T

of the spatial domain Ω, a single degree of freedom of each unknown is assigned, i.e.,
Dh = Dw = Dσ = T and Du = Td . For example, the degree of freedom may represent
the mean value of a continuous function on the cell k, as for finite volume methods of
lowest order, cf. [7].

(I) For this choice of degrees of fredom several schemes for the shallow water step
are entropy stable in the sense that a discrete inequality of the form∑

k∈T
hn∗

k

∣∣un∗
k

∣∣2 ≤ ∑
k∈T

hn
k

∣∣un
k

∣∣2 ,

is satisfied in the n-th time step. Analogous weighted estimates can be obtained for the
discrete solutions wn∗

? and σn∗
? of the advection equations (3). This, however, deter-

mines the scalar product. More precisely, for any a ∈ {
u, w ,σ

}
we set〈

ψ?,χ?
〉δ,a

h?
:= ∑

k∈W
ψk ·χk hk mk ,

where mk is the d-dimensional volume of the cell k ∈ T. For vector-valued arguments
the dot product denotes the canonical scalar product of vectors inRd and otherwise the
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multiplication of scalars. Here the subsetW⊆T is the domain where we apply the pro-
jection. In fact, the domain has to be restricted to the wetted areasW := {k ∈T : hk > 0},
since the scalar product is not defined on dry areas where hk = 0. This means that a
particular boundary, the so-called dry front, has to be considered. We investigate this
situation in §4.2.2. Here for simplicity we assume that the water depth is positive on
the whole domain and thus we have W = T. Note that we can identify `2(DU ;h?) with
`2(T;h?)d+2.

(II) We define the discrete admissible set by

(17) Aδh?
:=

U? =
u?

w?

σ?

 ∈ `2 (T;h?)d+2 :
wk = uk ·∇δk B?− hk

2 ∇δk ·u? ,

σk =− hk

2
p

3
∇δk ·u? for all k ∈T


with the centered approximation ∇δ? and ∇δ?· of the gradient and divergence operator,
respectively, defined by

∇δkφ? := 1

mk

∑
Fk

φk +φk f

2
ν

k f

k m f and ∇δk ·φ? := 1

mk

∑
Fk

φk +φk f

2
·νk f

k m f .

Here Fk is the set of faces of the cell k, m f is the (d −1)-dimensional volume of a face
f ∈ Fk (with the convention m f = 1 for d = 1), k f ∈T is the cell adjacent to k sharing the

face f and ν
k f

k is the outward unit normal of a cell k on the face f . We also introduce

the discrete bathymetry B? = (Bk )k∈T. Then we may set U? :=Πδh? [Aδh? ](U∗
?) and there

is a discrete functionΦ? ∈
(
Aδh?

)⊥
such that

U? =U∗
? −δtΦ?.(18)

To efficiently compute approximate solutions with this scheme we identifyΦ? ∈
(
Aδh?

)⊥
.

A computation similar to the one in (7) leads to

(19) 0 = 〈V?,Φ?〉δh? =
∑

k∈T

(
hk

(
φ1k +φ2k∇δk B?

)
+∇δk

(
h2
?

2

(
φ2?+ φ3?p

3

)))
·V1k mk ,

for any V? = (V1?,V2?,V3?)> ∈ Aδh? and any Φ? = (
φ1?,φ2?,φ3?

)> ∈
(
Aδh?

)⊥
. We have

used the fact that the discrete gradient is the dual operator of the discrete divergence
with respect to the (unweighted) scalar product, which means that〈

∇δ? ·ψ?,χ?
〉δ

1
=−

〈
ψ?,∇δ?χ?

〉δ
1

for any ψ? ∈ `2 (T;h?)d and χ? ∈ `2 (T;h?) .

Here 1 denotes the constant function with value 1. From (19) it follows that φ1? is de-
termined by φ2? and φ3? via

hkφ1k =−
(
∇δk

(
h2
?

2

(
φ2?+ φ3?p

3

))
+φ2k∇δk B?

)
.(20)

Together, the two constraints in (17), (18) and (20) form to a linear system of equations
of size (5+d)card(T) with unknowns U? and Φ?. By substitution the system can be
reduced to a system of size d card(T) for the unknown u? only. This leads to the scheme
(GNδ) proposed in [38] where the correction step is computed by solving a system for
the velocity. Alternatively, one may solve the system forΦ?, cf. [2].
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(III) Finally, a reconstruction of the hydrodynamic pressure functions is obtained by
setting (

qk
qBk

)
:=Ψ−1

h (Φk ) =−hk

(
1
2

(
φ2k + φ3kp

3

)
φ2k

)
.

4.2 Bounded spatial domain

In the following let us consider the case of a bounded domain Ω. As for the time-
discrete case in §3.2 we modify the space of admissible functions such that the or-
thogonality property in (19) is preserved for homogeneous boundary conditions. More
specifically, we aim for a discrete space Aδh?,Γ including boundary conditions and an

invertible mappingΨδ
h?

that maps to a subset of `2(DU ;h?)d+2 such that

〈V?,Φ?〉δh? = 0 for all V? ∈Aδh?,Γ and all Φ? ∈ Im(Ψδ
h?

).(21)

For the sake of readability, we illustrate the strategy using the discretization presented
in §4.1.2. An analogous procedure can be applied for more complex schemes but suit-
able boundary conditions are highly dependent on the choice of discretization.

From (19) it follows by a straight-forward computation that for U? = (u?, w?,σ?)> ∈
Aδh?

andΦ? =Ψδ
h?

(
q?, qB?

)
one has that

(22) 〈U?,Φ?〉δh? =− ∑
k∈W

∑
f ∈Fk

hk f
qk f

uk +hk qk uk f

2
·νk f

k m f .

Thanks to the antisymmetry of the normal ν
k f

k =−νk
k f

, the terms on interior faces van-

ish and only the ones on the boundary of the domain have to be taken into account.
From now on let ∂W denote the subset of faces in T that lie on the boundary of the

domain W. Here the cells ki = ki ( f ) ∈ W and kg = kg ( f ) 6∈ W are adjacent to a face
f ∈ ∂W. The cell kg is a so-called ghost cell that can be defined for a boundary face
f ∈ ∂W by extension of the tesselation. We denote by G the set of all such ghost cells.

Since the terms on interior faces in (22) vanish, the orthogonality in (21) holds if and
only if the following condition on boundary faces holds

(23)
(
hkg qkg

uki +hki qki
ukg

)
·νkg

ki
= 0 for any f ∈ ∂W.

Once the values hkg qkg
and ukg ·ν

kg

ki
are available, the system of equations is closed

and we are in the position to apply the projection scheme presented in §4.1.2 on W.
Note that the properties of the ghost cells do not affect the scheme. In the following
we specify – for several different types of boundary conditions – the values of the un-
known functions on the ghost cells depending on the interior cell values such that (23)
is satisfied.

Similarly as in Hypothesis 2 we divide the set of boundary faces into subsets corre-
sponding to the type of boundary condition imposed. First, we define the faces at the

(interior) dry front forming the set Γh :=
{

f ∈ ∂W : hkg = 0
}
= ∂W\∂T. Then, the remain-

ing boundary faces ∂W∩∂T are decomposed into two sets.
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Hypothesis 3 (Decomposition of the boundary faces ∂W∩∂T). Assume that there exist
two sets of faces Γδu ,Γδhq ⊂ ∂W∩∂T decomposing the set of boundary faces ∂W∩∂T, i.e.,

we have that ∂W∩∂T= Γδu ∪Γδhq and Γδu ∩Γδhq =;.

Similarly as in the time-discrete framework (12), we want to impose boundary con-
ditions on the normal velocity u ·ν on the faces in Γδu and on hq on faces in Γδhq . More

specifically, for given discrete real-valued boundary data ũ? = (
ũ f

)
f ∈Γδu and h̃q? =(

h̃q f

)
f ∈Γδhq

, we set

(24)

(
α f uki +

(
1−α f

)
ukg

)
·νkg

ki
= ũ f for any f ∈ Γδu ,

α f hki qki
+ (

1−α f
)

hkg qkg
= h̃q f for any f ∈ Γδhq ,

for face weights α f ∈ [0,1) to be chosen. The weights α f determine the location in

which the given values ũ f or h̃q f are imposed. For example, for α f = 1
2 the given value

can be considered to be prescribed at the face, while for α f = 0 the given value is im-
posed directly on the ghost cell. We shall see that this parameter allows us to deal in a
similar manner with both boundary conditions on the boundary of the computational
domain ∂W∩∂T and with conditions on interior faces ∂W\∂T such as the dry front.

4.2.1 General treatment of boundary conditions

Let us start considering the faces on the boundary of the computational domain, di-
vided into Γδu and Γδhq . Those are the faces on which we impose given data. Analogously

to the time-discrete case in Theorem 6, we work with discrete reference functions to
deal with inhomogeneous boundary conditions. Denoting byG the set of ghost cells we
require that the reference functions ur

? = (
ur

k

)
k∈W∪G and qr

? = (
qr

k

)
k∈W∪G are discrete

functions satisfying the boundary conditions (24). Computing such discrete reference
functions may be costly. Hence, we aim for a class of discrete reference functions that
need not be computed explicitly. As in the time-discrete case we want the differences
u?−ur

? and q?− qr
? to satisfy the homogeneous condition in (24) and the projection

condition in (23). This leads to

ukg ·ν
kg

ki
=


(
1−α f

)
ur

kg
−α f

(
uki

−ur
ki

)
1−α f

·νkg

ki
for any f ∈ Γδu ,(

1−α f
)
ur

kg
+α f

(
uki

−ur
ki

)
1−α f

·νkg

ki
for any f ∈ Γδhq ,

hkg qkg
=


(
1−α f

)
hkg qr

kg
+α f hki

(
qki

−qr
ki

)
1−α f

for any f ∈ Γδu ,(
1−α f

)
hkg qr

kg
−α f hki

(
qki

−qr
ki

)
1−α f

for any f ∈ Γδhq .

Since the discrete reference functions satisfy (24), the terms ur
kg

·νkg

ki
on Γδu and hkg qr

kg

on Γδhq can be replaced. Furthermore, we choose ur
kg

·νkg

ki
on Γδhq , and hkg qr

kg
on Γδu ,

respectively, such that the remaining terms that depend on the reference functions dis-
appear as well. Thus, the boundary conditions can be formulated independently of
the reference functions and no explicit knowledge of the discrete reference function is
required for the computation.
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Overall, this is achieved if we set for the discrete reference functions(
α f ur

ki
+ (

1−α f
)

ur
kg

)
·νkg

ki
= ũ f for any f ∈ Γδu ,(

α f ur
ki
− (

1−α f
)

ur
kg

)
·νkg

ki
= 0 for any f ∈ Γδhq ,

α f hki qr
ki
− (

1−α f
)

hkg qr
kg

= 0 for any f ∈ Γδu ,

α f hki qr
ki
+ (

1−α f
)

hkg qr
kg

= h̃q f for any f ∈ Γδhq .

Existence of such reference functions is straightforward, since the problem is finite-
dimensional.

4.2.2 Dry front condition

Finally, we consider the case of the boundary of the projection domain W located in
the interior of the computational domain T. This occurs in the presence of dry areas
{k ∈T : hk = 0}, where the projection can not be defined. Note that in dry areas the
solution of the shallow water model and hence of the advection step is not fully deter-
mined [34]. Still, this case can be handled by several numerical schemes, cf. [5, 7].

By definition of the wetted domainW for any face f ∈ ∂W\∂T the water depth van-
ishes on the adjacent ghost cell by hkg = 0. Thus, it is natural to impose on the ghost cell

that hkg qkg
= 0, which is included in (24) by setting α f = 0 and h̃q f = 0 for any f ∈ Γδh .

The remaining ghost cell values are then determined by (23) as ukg ·ν
kg

ki
= 0. Note that

this represents a boundary condition without exchange of energy.

Summary: Altogether, we propose the following values for the ghost cell

(25)

ukg ·ν
kg

ki
=


2ũ f −uki ·ν

kg

ki
for any f ∈ Γδu ,

uki ·ν
kg

ki
for any f ∈ Γδhq ,

0 for any f ∈ Γδh ,

and hkg qkg
=


hki qki

for any f ∈ Γδu ,

2h̃q f −hki qki
for any f ∈ Γδhq ,

0 for any f ∈ Γδh .

This results from settingα f = 1
2 for any f ∈ Γδu ∩Γδhq . It is motivated by the conservation

of mass when dealing with wall boundary conditions for the full model, see §5.1.1.

5 Numerical strategy for the full Green–Naghdi system

In the preceding section the numerical strategy of the correction step is described.
While the correction step is the main focus of this work we shall also present a numer-
ical scheme for the full Green–Naghdi model (1) in the following. For certain typical
situations in 1D we present numerical evidence to highlight the strength of the frame-
work especially with respect to non-standard boundary conditions. As in §2 we use a
time splitting that can be interpreted as an ImEx (implicit-explicit) scheme.

(I) The advection step: The first step (3) consists of the shallow water equations and
advection equations for the scalar functions w andσ. As in [7] we apply a classical finite
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volume scheme for the coupled system of equations for water depth h and horizontal
velocity u and obtain for the (n +1)st time step the explicit scheme

hn∗
k = hn

k − δn
t

mk

∑
f ∈Fk

Fh
f ·ν

k f

k m f ,

hn∗un∗ = hnun − δn
t

mk

∑
f ∈Fk

Fhu
f ν

k f

k m f +Sn
k .

Here
(
Fh

f ·ν
k f

k ,Fhu
f ν

k f

k

)
=F

((
hn

k ,hn
k un

k

)> ,
(
hn

k f
,hn

k f
un

k f

)>)
is computed with an approx-

imate Godunov method. Godunov schemes are stable assuming the classical CFL con-
dition on the time step

δn
t = Ccflδk

λ
with δk := mk∑

f ∈Fk
m f

,

for given CFL parameter 0 < Ccfl ≤ 1 and λ denotes an approximation of the largest
magnitude of the shallow water eigenvalues. The latter depends on the choice of the
approximate Godunov solver, see [7].

Furthermore, Sn
k is a discretization of the source term including the bathymetry and we

choose the hydrostatic reconstruction as in [4]. The discrete initial functions h0
? and u0

?

are obtained as approximations of the initial functions h0 (x) and u0 (x) of the Green–
Naghdi model. Several classical schemes for the shallow water equations use ghost cells

for which the values hn
kg

and un
kg

·νkg

ki
are required. In the case of the shallow water

equations with subcritical boundary conditions only one datum is given. The second
one is recovered based on the fact that the Riemann invariant leaving the domain is

constant. In addition, the tangential component un
kg

· τkg

ki
, with τ

kg

ki
a tangential unit

vector to the face, of the velocity is needed (at least) when the mass flux is incoming, i.e.,

if Fh
f ·ν

kg

ki
< 0. Note that the mass flux can be computed first by using the water depth

and normal velocity in the vicinity of the face. For more details we refer to [17, §V.2.2].
Note that in the case of the Green–Naghdi equations, there is no object corresponding
to the Riemann invariant and hence a priori such a strategy is not available.

As second part of the advection step the vertical velocity as well as the tangent compo-
nent of the horizontal velocity are computed using an upwind scheme with respect to
the mass flux. More precisely, we set

hn∗
k

(
wn∗

k
σn∗

k

)
= hn

k

(
wn

k
σn

k

)
− δn

t

mk

∑
f ∈Fk

((
wn

k
σn

k

)(
Fh

f ·ν
k f

k

)
+−

(
wn

k f

σn
k f

)(
Fh

f ·ν
k f

k

)
−

)
m f ,

with the positive and negative parts of a scalar a defined by (a)± = |a|±a
2 . The discrete

initial data w0
? and σ0

? can be obtained from the discrete initial data h0
? and u0

? and the

ghost cell values u0
kg

·νkg

ki
using the constraints of the discrete admissible set of function

Aδh?
. Again, for the tangential component of the horizontal velocity the values in the

ghost cells wn
kg

andσn
kg

are required if the flow is incoming, i.e., if Fh
f ·ν

kg

ki
< 0. However,

assuming that the constraints inAδh? are satisfied in the ghost cells, only one of the two

values wn
kg

and σn
kg

has to be imposed. Then, the remaining one is determined by the
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value of the first and the gradient of the bathymetry. For the simple scheme present
in §4.1.2 one can check that the ghost cell values are given by

σn
kg

= 1p
3

(
wn

kg
−un

kg
·∇δkg

B?
)

.

(II) The correction step: In the correction step of the (n+1)st time step for the bound-

ary condition we require the normal velocity un+1
kg

·νkg

ki
and the mean hydrodynamic

pressure hn+1
kg

qn+1
kg

for the respective boundary faces, cf. §4.2.

Overall the scheme requires the ghost cell values

(I)

hn
kg

and un
kg

·νkg

ki
,

un
kg

·τkg

ki
and wn

kg
if Fh

f ·ν
kg

ki
< 0,

(II) un+1
kg

·νkg

ki
and hn+1

kg
qn+1

kg
.

However, thanks to the projection conditions (23), some of them can be deduced from
the others. In the remaining part of this section let us describe some strategies suitable
in practice. Note that the following list is merely a starting point for further investigation
and meant to demonstrate the potential of our approach.

Let us remark that the widely used choice of periodic boundary conditions is in-
cluded in the framework presented here. Choosing the ghost cell values as periodic
extension, in (22) the faces in the periodic boundary can be treated in the same way
as interior faces. Then, only the boundary faces in the remaining part of the boundary
have to satisfy (23).

In the following, we propose strategies to fix boundary conditions for numerical
schemes for the Green–Naghdi equations. Note that there is no theoretical result avail-
able specifying the number of boundary values required. Even in the simpler case of
the linear KdV equations such an analysis is already rather involved, cf. [3]. Here we
choose to impose d +2 values at the boundary if the flow is incoming and 2 values oth-
erwise. Despite the lack of theoretical justification this number seems to be consistent
with the analysis of the steady state regime. The strategies we present heavily rely on
the choice of the prescribed unknowns. In §5.1 the water depth and the normal velocity
are prescribed, whereas in §5.2 the flow discharge and the hydrodynamic pressure are
prescribed. Eventually, in §5.3 we comment on the case of non-flat bathymetry and dry
front conditions.

For all simulations the gravitational acceleration g is set to 9.81. The 1D computa-
tional domain is chosen as Ω = (0,1) and we use a uniform grid with spatial grid size
mk = δx . There are only two boundary faces and we denote them by f = L for the left
one at x = 0 and f = R for the right one at x = 1.

5.1 Fixed water depth and velocity boundary condition

In this section we consider the case of prescribed water depth and normal velocity at
the boundary. More specifically, for given discrete real-valued boundary data h̃n

f > 0

and ũn
f we set

(26a) hn
kg

= 2h̃n
f −hn

ki
and un

kg
·νkg

ki
= 2ũn

f −un
ki
·νkg

ki
.
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The condition on the normal velocity results from setting α f = 1
2 in (24). This choice is

motivated by the conservation of mass when considering the wall boundary condition,
see §5.1.1. For the faces with incoming flow for given discrete real-valued boundary
data ṽn

f and w̃n
f , we additionally set

(26b) un
kg

·τkg

ki
= 2ṽn

f −un
ki
·τkg

ki
and wn

kg
= 2w̃n

f −wn
ki

where Fh
f ·ν

kg

ki
< 0.

The ghost cell values in (26a), (26b) are exactly what is required for the advection step,
see §5 (I). In the correction step (II) the normal velocity is imposed and hence the faces
in question are part ofΓδu . Then, the boundary condition on the hydrodynamic pressure
is determined by (25) on Γδu and we set

(26c) un+1
kg

·νkg

ki
= 2ũn+1

f −un+1
ki

·νkg

ki
and hn+1

kg
qn+1

kg
= hn+1

ki
qn+1

ki
.

Solitary waves

We illustrate the efficiency of our strategy on solitary wave solutions of the Green–
Naghdi equations in 1D. The advantage of this example is that an analytical solution
is available and it can easily be compared to the numerical solution. More precisely, for
a given far field water level H > 0, amplitude A > 0 and initial position X ∈R of the wave
the solitary wave is given by

(27a)
hsol (t , x) = H

(
1+ A sech2 (

χ (t , x)
))

,

usol (t , x) =
(
1− H

hsol (t , x)

)√
(1+ A) g H ,

withχ (t , x) =
√

3A
4(1+A)

1
H

(
x −X −√

(1+ A) g H t
)
. Using the constraints (1e) and the equa-

tions (1c), (1d) of the Green–Naghdi equations, the remaining velocity functions and
the hydrodynamic pressure functions are determined by

(27b)

wsol (t , x) =
√

3g

4

(AH)3/2 sech2 (
χ (t , x)

)
tanh

(
χ (t , x)

)
hsol (t , x)

,

σsol (t , x) = 1p
3

wsol (t , x) ,

qsol (t , x) = g

(
3+ A

2
H −hsol

)
− 1

2

((
usol −

√
(1+ A)g H

)2 +w2
sol +σ2

sol

)
,

qB ,sol (t , x) = 3

2
qsol (t , x) .

Numerical evidence (A). We consider the solitary wave (27) for the parameters A = 0.5
and X =−0.5 and compute the numerical solution starting from the corresponding ini-

tial data. We compare the solutions for t ≤
√

1
(1+A)g H , i.e., until the wave reaches the

center of the computational domain. We investigate two cases: for H = 10−1 the solitary
wave is a faster, rather spread wave, and for H = 10−2 it is a slower, more stiff wave. The
numerical solutions are computed for several spatial mesh sizes δx between 10−2 and
10−4. The initial functions are h0

k
:= hsol (0, (k −0.5)δx ) > 0 and u0

k := usol (0, (k −0.5)δx ),
which means that initially the water surface is almost flat in the computational do-
main. The initial vertical velocities w0

k and σ0
k are computed using the discrete con-

straints (17) and hence the vector of initial velocities is admissible in the sense of Aδ
h0
?

.
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For this set of simulations we prescribe the water depth and the velocity on both bound-
ary faces L and R, see (26). To be precise, we set h̃n

L := hsol (t n ,0) and ũn
L := usol (t n ,0) on

the left boundary face and h̃n
R := hsol (t n ,1) and ũn

R := usol (t n ,1) on the right boundary
face. In addition, on the left the flow is incoming and we set w̃n

L := wsol (t n ,0).
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Figure 2: Numerical evidence (A): Exact and approximate solutions for initial soli-
ton (27a) with parameter A = 0.5, X =−0.5 and H = 10−1 (upper) or H = 10−2 (lower) at

time t =
√

1
(1+A)g H . Water levels (left) and spatial L2-error as function of the mesh size

(right).

Figure 2 shows the numerical solutions and the exact solution when the wave has
traveled to the center of the computational domain. The upper plots visualize the sim-
ulations of the spread wave for H = 10−1, whereas the plots below contain the simula-
tions of the stiff wave for H = 10−2. The water levels are plotted on the left. The plots on
the right-hand side show the L2-errors between the computed solution and the analyt-
ical solution of each unknown, given by(

δx
∑

k∈T

∣∣φn
k −φsol

(
t n , (k −0.5)δx

)∣∣2

)1/2

for t n = t .

We observe that the wave profile is well recovered for the spread wave for H = 10−1,
even though for a coarser meshes some numerical diffusion can be observed, see Fig-
ure 2 top left. The convergence rate of the L2-errors is first order as expected, see Fig-
ure 2 top right. In the case of the more localized wave for H = 10−2, the numerical dif-
fusion is larger, see Figure 2 bottom left. Still, the same amount of numerical diffusion
is observed for the simulation of a steady soliton, see [38]. This means that the effect
is not due to the boundary conditions and hence it confirms that the boundary condi-
tions are suitably chosen. The first order convergence rate is recovered for sufficiently
small mesh sizes, see Figure 2 bottom right.
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5.1.1 First variant: the wall boundary condition

The widely used wall boundary condition is a special case of the boundary conditions
described in (26). Indeed, the wall boundary condition is recovered by setting h̃n

f = hn
ki

and ũn
f = 0. Thanks to the centered reconstruction withα f = 1

2 , the ghost cell values are

given by

hn
kg

= hn
ki

and un
kg

·νkg

ki
=−un

ki
·νkg

ki
.

For any numerical solver satisfying the Galilean invariance this leads to a vanishing

mass flux Fh
f ·ν

kg

ki
= 0, and hence no additional data is required for the advection step.

For the correction step by (26c) the condition on the hydrostatic pressure reads

hn+1
kg

qn+1
kg

= hn+1
ki

qn+1
ki

.

Several simulations with wall boundary condition have been presented in [38].

5.1.2 Second variant: the transparent condition

A further application of boundary conditions of the form (26) consists in mimicking
transparent boundary conditions. Transparent boundary conditions are used when
waves are supposed to leave the computation domain without being affected by the
boundary, e.g. by reflections. A numerical scheme for the Green–Naghdi model subject
to transparent boundary condition was proposed in [28]. Here we suggest an alterna-
tive, which we expect to be simpler to implement at the cost of being less accurate with
respect to reflections at the boundary.

For the shallow water model a simple strategy consists in imposing Neumann bound-
ary conditions for both water depth and normal velocity

h̃n+1
f = hn∗

ki
= hn+1

ki
and ũn+1

f = un∗
ki

·νkg

ki
.

Also higher order Neumann boundary condition can be considered, see [11]. Concep-
tually, transparent boundary conditions are of interest on parts of the boundary where
outflow occurs. If, however, the flow is incoming, then one has to specify the remaining
components of the velocity by (26b), for example by setting ṽn

f = 0 and w̃n
f = 0. The

conditions on the hydrostatic pressure remain as in (26c).

Numerical evidence (B). To illustrate the numerical strategy we compare the com-
puted solution with the analytical solitary wave (27) with the parameters H = 10−2,
A = 0.5 and X = 0.5. We choose the initial data in a way that the center of the wave
coincides with the center of the computational domain initially. Then, we simulate the

propagation until the wave has left the computational domain at t =
√

1
(1+A)g H . The

numerical solutions are computed for several spatial mesh sizes δx between 10−2 and
10−4. We use the transparent boundary condition as described above on both boundary
faces L and R.

The results are presented in Figure 3 as intensity charts over the (x, t ) plane. The
upper row shows the water depth and the lower one the error of the water depth with
logarithmic scaling. The columns correspond to different choices of resolution with
δx = 10−2 in the left, δx = 10−3 in the middle and δx = 10−4 in the right column.
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Figure 3: Numerical evidence (B): Simulations for initial soliton (27a) with parame-
ter A = 0.5, X = 0.5 and H = 10−2. Intensity graphs of the water depth (top) and the
logarithmic error of the water depth (bottom) on the (x, t )-plane for spatial mesh size
δx = 10−2 (left), δx = 10−3 (middle) and δx = 10−4 (right).

We note that the behavior of the solution is globally well recovered for each of the
mesh parameters, in the sense that the wave leaves the domain without significant per-
turbation or numerical instability, see Figure 3 top. The error plots (bottom) allow for a
more detailed comparison. Clearly the left boundary condition works well. This was to
be expected because the initial function is sufficiently flat at the left boundary. But also
when the flow is incoming the transparent boundary seems to be robust. On the right
boundary the flow is outgoing and we observe small reflections. For coarse meshes with
δx = 10−2, the numerical diffusion in the domain has a larger effect than the reflection
wave. For fine meshes with δx = 10−4 on the other hand, the effect of the reflection wave
is larger than the numerical diffusion. Still, the error due to reflection does not exceed
the order of the resolution O (δx ). Note that the error on the right boundary increases
with decreasing δx . This is due to the fact that the amplitude of the reflection wave is
usually proportional to the amplitude of the approximate gradient of the leaving wave.
When the spatial mesh size decreases, then the gradient of the leaving wave increases
since the numerical diffusion is lower. Similar effects can be observed for the shallow
water model when a similar strategy for the transparent boundary condition is applied.

5.2 Fixed discharge and hydrodynamic pressure

In this section we propose to prescribe the discharge hu ·ν and the hydrodynamic pres-

sure hq at the boundary under the assumption that un
ki
·νkg

ki
6= 0 on the interior cell. For

given discrete real-valued data h̃u
n
f and h̃q

n
f , we set

hn
kg

un
kg

·νkg

ki
= 2h̃u

n
f −hn

ki
un

ki
·νkg

ki
and hn

kg
qn

kg
= 2h̃q

n
f −hn

ki
qn

ki
,
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Figure 4: Numerical evidence (C): Simulations for imposed discharge and hydrody-
namic pressure at the inlet L for several values of h̃qL . Water depth at time t = 10.

on the respective boundary faces. This does not yield all the ghost cell values required
in the advection step. However, since the hydrodynamic pressure is prescribed the re-
spective faces are contained in Γδhq . Thus, by (25) for the normal velocity we have that

un
kg

·νkg

ki
= un

ki
·νkg

ki
.

In combination with the condition on the discharge, the water depth is given by

hn
kg

= 2
h̃u

n
f

un
ki
·νkg

ki

−hn
ki

,

since un
ki
·νkg

ki
6= 0. Note that the condition on hn

kg
is not linear. Since hn

kg
is not needed

in the correction step, but only in the explicit advection step, this does not cause any
issues. Also note that the water depth in the ghost cell is positive provided that

sign
(
h̃u

n
f

)
= sign

(
un

ki
·νkg

ki

)
and

∣∣∣h̃u
n
f

∣∣∣> 1

2
hn

ki

∣∣∣un
ki
·νkg

ki

∣∣∣ .

For sufficiently regular discharge at the boundary this assumption is satisfied.

Numerical evidence (C). It is well known that there exist non-trivial space-periodic
steady solution of the Green–Naghdi model, the so-called cnoidal waves, see [8]. By fix-
ing the water depth and the velocity as for the strategy proposed in §5.1, with stationary
boundary data and flat bottom it is not possible to obtain other solution than the trivial
ones. In contrast, the strategy described in §5.2 offers this possibility.

Let us describe the test case in detail. We initialize the flow with a flat free surface
with h0 (x) = 10−1 and a constant horizontal velocity u0 (x) = 5 ·10−1.

On the right boundary face R we prescribe boundary values according to the strat-
egy presented in §5.1, setting h̃R = 10−1 and ũR = 5 · 10−1. Since the flow is outgoing
no additional values are required. At the left boundary face L we prescribe the dis-
charge and the hydrodynamic pressure using the strategy presented above in §5.2 with
h̃uL = 5 ·10−2 and several values for h̃qL . Since on the left boundary the flow is incom-
ing we have to prescribe also the vertical velocity and we set w̃L = 0.
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Figure 4 shows the water depth of the approximate solutions at time t = 10 com-
puted with δx = 5 · 10−4 for several values of the hydrodynamic pressure at the left
boundary. Note that these solutions are not steady state solutions and in fact we do not
know whether there exist a steady state solutions satisfying the same boundary condi-
tions. Still, let us compare our approximate solution to what is known about the steady
state cnoidal wave solutions in a qualitative manner.

The steady state solutions are periodic, which seems to be the case also for our sim-
ulations provided that the value imposed on the hydrodynamic pressure on the left

boundary is sufficiently small with
∣∣∣h̃qL

∣∣∣ ≤ 3 · 10−5. For larger values imposed on the

hydrodynamic pressure at the left boundary the amplitude of the wave decreases in x
due to numerical diffusion. For h̃qL ≤−6 ·10−5 the solutions have a low plateau which
has already been observed in [8].

Let us comment on the behavior of the approximate solutions close to the left bound-
ary. For a sufficiently smooth steady state solution by constraint (1e) the gradient of the
water depth is linked to the value of the imposed vertical velocity w̃L . In our case w̃L = 0
we conclude that the free surface has to be flat at the left boundary, which matches with
the simulations. Furthermore, one can link the hydrodynamic pressure to the second
derivative of the water depth function. More precisely, at the extreme point of the water
depth function the second derivative of the water depth function is proportional to the
hydrodynamic pressure for the steady state. Consistently, we observe that if h̃qL < 0,
then the water depth function has a maximum at the left boundary and vice versa.

5.3 Simulation on a beach

The last type of boundary investigated in this article is the dry front. This is a special
type of boundary because it is not a boundary in the advection step but only in the cor-
rection step. As explained before, this boundary is detected after the advection step and
treated by setting un+1

k = 0 and hn+1
k qn+1

k = 0 in any cell k ∈Twith hn
k = 0. This strategy

was already employed and numerical evidence was presented in [38, §4.4]. Therein,
the dry front was treated with a zero velocity based on the argument that this choice
ensures entropy stability. Here, we establish the more fundamental discrete projection
property, which implies entropy stability by construction. Hence, the numerical treat-
ment of the dry front is the same in both cases and we shall refrain from repeating it.

6 Conclusion

We have characterized and investigated a class of boundary conditions for the time-
discrete Green–Naghdi equations with bathymetry. Several boundary conditions rele-
vant for practical studies such as dry areas, transparent boundary conditions and wave
generating boundary conditions can be formulated in this setting. The types of bound-
ary conditions we propose are designed in a way that for the correction step the pro-
jection property is preserved for bounded domains and homogeneous boundary con-
ditions, as is standard for incompressible fluid equations. Furthermore, for inhomo-
geneous boundary conditions the resulting equations in the correction step are inde-
pendent of any reference functions. We obtain well-posedness for the time-discrete
and the fully discrete correction step and the underlying entropy inequality is verified.
The latter ensures robustness of the numerical scheme and the approach is expected to
extend to higher order schemes.



Boundary conditions for time-discrete Green–Naghdi equations 29

Also this work points to several theoretical and numerical open questions. Firstly,
recall that our analysis starts from the time discrete model. For the fully continuous
equations it is not clear that a certain projection property is available, since the water
depth can not be considered as parameter in this case and the constraints are non-
linear. Proving convergence of approximate solutions of the time-discrete problem as
δn

t → 0 would not only justify the semi-discretization. Also it might help to understand
the boundary problems for the full system of equations, which is currently an open
problem. Furthermore, some technical issues are beyond the scope of this work such
as dry areas in the space-continuous setting and the problem of moving bathymetry
at the boundary. Regarding the first, one would have to work with weighted Sobolev
spaces and assume or prove sufficient regularity for the degenerating water depth. For
the latter, even in the time-discrete case the constraints are only affine, and hence the
choice of suitable reference functions is less straightforward.

Concerning the fully discrete problem also the investigation of the stationary solu-
tions of the Green–Naghdi equations is of interest. In particular, the projection struc-
ture represents a promising starting point for the design of well-balanced schemes. Fur-
thermore, since the framework seems to allow for a broad range of solutions, we are
one step closer to the investigation of solutions for which the energy is not conserved.
From a more practical point of view also certain adaptive strategies are within reach,
for which the projection step is only computed in those parts of the domain where it is
really needed. However, the implementation of such a local strategy requires a range of
numerical parameters and the optimal choice does not seem to be obvious.

Last but not least, let us remark that the notion of solutions that preserves the pro-
jection structure in bounded domains is most likely not the only sensible one. It might
be possible to work with alternative notions of solutions to the problem on bounded
domains leading to well-posedness.
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evolution Galerkin methods for the shallow water equations with dry beds. Com-
mun. Comput. Phys. 10, 2 (2011), 371–404.

[6] BONNETON, P., CHAZEL, F., LANNES, D., MARCHE, F., AND TISSIER, M. A splitting
approach for the fully nonlinear and weakly dispersive Green-Naghdi model. J.
Comput. Phys. 230, 4 (2011), 1479–1498.

[7] BOUCHUT, F. Nonlinear stability of finite volume methods for hyperbolic conser-
vation laws, and well-balanced schemes for sources. Springer Science & Business
Media, 2004.

[8] CARTER, J. D., AND CIENFUEGOS, R. The kinematics and stability of solitary and
cnoidal wave solutions of the Serre equations. European Journal of Mechanics -
B/Fluids 30, 3 (June 2011), 259–268.

[9] CHAZEL, F., LANNES, D., AND MARCHE, F. Numerical simulation of strongly non-
linear and dispersive waves using a Green-Naghdi model. J. Sci. Comput. 48, 1-3
(2011), 105–116.

[10] CHORIN, A. J. Numerical solution of the Navier-Stokes equations. Math. Comp.
22 (1968), 745–762.

[11] COULOMBEL, J.-F., AND LAGOUTIÈRE, F. The Neumann numerical boundary con-
dition for transport equations. Kinet. Relat. Models 13, 1 (2020), 1–32.

[12] CRAIG, W., AND SULEM, C. Numerical simulation of gravity waves. Journal of
Computational Physics 108, 1 (1993), 73–83.

[13] FAVRIE, N., AND GAVRILYUK, S. A rapid numerical method for solving Serre–
Green–Naghdi equations describing long free surface gravity waves. Nonlinearity
30, 7 (2017), 2718.

[14] FERNÁNDEZ-NIETO, E. D., PARISOT, M., PENEL, Y., AND SAINTE-MARIE, J. A hi-
erarchy of dispersive layer-averaged approximations of Euler equations for free
surface flows. Commun. Math. Sci. 16, 5 (2018), 1169–1202.

[15] GALLOUËT, T., AND HERBIN, R. Equations aux dérivées partielles. Master. France.
hal (cel-01196782v2), Sep 2015.

[16] GIRAULT, V., AND RAVIART, P.-A. Finite Element Methods for Navier-Stokes Equa-
tions, vol. 5 of Springer Series in Computational Mathematics. Springer Berlin Hei-
delberg, 1986.

[17] GODLEWSKI, E., AND RAVIART, P.-A. Numerical approximation of hyperbolic sys-
tems of conservation laws, vol. 118 of Applied Mathematical Sciences. Springer-
Verlag, New York, 1996.

[18] GREEN, A. E., AND NAGHDI, P. M. A derivation of equations for wave propagation
in water of variable depth. Journal of Fluid Mechanics 78, 2 (1976), 237–246.

[19] GUERMOND, J., MINEV, P., AND SHEN, J. An overview of projection methods for
incompressible flows. Computer Methods in Applied Mechanics and Engineering
195, 44 (2006), 6011 – 6045.



Boundary conditions for time-discrete Green–Naghdi equations 31

[20] HARLOW, F. H., AND WELCH, J. E. Numerical calculation of time-dependent vis-
cous incompressible flow of fluid with free surface. Physics of Fluids 8, 12 (1965),
2182.

[21] HEINONEN, J., KILPELÄINEN, T., AND MARTIO, O. Nonlinear Potential Theory of
Degenerate Elliptic Equations. Dover Publications, 2006.

[22] HERBIN, R., KHERIJI, W., AND LATCHÉ, J.-C. On some implicit and semi-implicit
staggered schemes for the shallow water and Euler equations. ESAIM: M2AN 48, 6
(2014), 1807–1857.

[23] HUANG, A., PETCU, M., AND TEMAM, R. The nonlinear 2D supercritical inviscid
shallow water equations in a rectangle. Asymptot. Anal. 93, 3 (2015), 187–218.

[24] HUANG, A., AND TEMAM, R. The linearized 2D inviscid shallow water equations in
a rectangle: boundary conditions and well-posedness. Arch. Ration. Mech. Anal.
211, 3 (2014), 1027–1063.

[25] HUANG, A., AND TEMAM, R. The nonlinear 2D subcritical inviscid shallow wa-
ter equations with periodicity in one direction. Commun. Pure Appl. Anal. 13, 5
(2014), 2005–2038.

[26] HUANG, A., AND TEMAM, R. The 2d nonlinear fully hyperbolic inviscid shallow
water equations in a rectangle. J. Dynam. Differential Equations 27, 3-4 (2015),
763–785.

[27] ISRAWI, S. Large time existence for 1D Green-Naghdi equations. Nonlinear Anal.
74, 1 (2011), 81–93.

[28] KAZAKOVA, M., AND NOBLE, P. Discrete transparent boundary conditions for the
linearized Green-Naghdi system of equations. SIAM J. Numer. Anal. 58, 1 (2020),
657–683.

[29] KAZOLEA, M., DELIS, A., AND SYNOLAKIS, C. Numerical treatment of wave break-
ing on unstructured finite volume approximations for extended Boussinesq-type
equations. Journal of Computational Physics 271 (2014), 281–305. Frontiers in
Computational Physics.

[30] KAZOLEA, M., AND RICCHIUTO, M. On wave breaking for Boussinesq-type models.
Ocean Modelling 123 (2018), 16–39.

[31] LANNES, D. Well-posedness of the water-waves equations. J. Amer. Math. Soc. 18,
3 (2005), 605–654.

[32] LANNES, D. The water waves problem, vol. 188 of Mathematical Surveys and Mono-
graphs. American Mathematical Society, Providence, RI, 2013. Mathematical anal-
ysis and asymptotics.

[33] LANNES, D., AND ALVAREZ-SAMANIEGO, B. A Nash-Moser theorem for singular
evolution equations. Application to the Serre and Green–Naghdi equations. Indi-
ana Univ. Math. J. 57 (2008), 97–132.

[34] LANNES, D., AND MÉTIVIER, G. The shoreline problem for the one-dimensional
shallow water and Green–Naghdi equations. Journal de l’École polytechnique —
Mathématiques 5 (2018), 455–518.



Boundary conditions for time-discrete Green–Naghdi equations 32

[35] LANNES, D., AND WEYNANS, L. Generating boundary conditions for a Boussinesq
system. Nonlinearity 33, 12 (2020), 6868–6889.

[36] LI, Y. A. A shallow-water approximation to the full water wave problem. Comm.
Pure Appl. Math. 59, 9 (2006), 1225–1285.

[37] PANKRATZ, N., NATVIG, J. R., GJEVIK, B., AND NOELLE, S. High-order well-
balanced finite-volume schemes for barotropic flows: Development and numeri-
cal comparisons. Ocean Modelling 18, 1 (2007), 53–79.

[38] PARISOT, M. Entropy-satisfying scheme for a hierarchy of dispersive reduced mod-
els of free surface flow. International Journal for Numerical Methods in Fluids 91,
10 (2019), 509–531.

[39] PEREGRINE, D. H. Long waves on a beach. Journal of Fluid Mechanics 27, 04
(1967), 815–827.

[40] PETCU, M., AND TEMAM, R. The one dimensional shallow water equations with
Dirichlet boundary conditions on the velocity. Discrete Contin. Dyn. Syst. Ser. S 4,
1 (2011), 209–222.

[41] PETCU, M., AND TEMAM, R. The one-dimensional shallow water equations with
transparent boundary conditions. Math. Methods Appl. Sci. 36, 15 (2013), 1979–
1994.

[42] PIETRO, D. A. D., AND ERN, A. Mathematical Aspects of Discontinuous Galerkin
Methods. Springer Berlin Heidelberg, 2012.

[43] POPINET, S. A vertically-Lagrangian, non-hydrostatic, multilayer model for multi-
scale free-surface flows. J. Comput. Phys. 418 (2020), 109609, 29.

[44] SERRE, F. Contribution à l’étude des écoulements permanents et variables dans
les canaux. La Houille Blanche, 6 (1953), 830–872.

[45] TÉMAM, R. Sur l’approximation de la solution des équations de Navier-Stokes par
la méthode des pas fractionnaires. II. Arch. Rational Mech. Anal. 33 (1969), 377–
385.

[46] WEI, G., KIRBY, J. T., GRILLI, S. T., AND SUBRAMANYA, R. A fully nonlinear Boussi-
nesq model for surface waves. I. Highly nonlinear unsteady waves. J. Fluid Mech.
294 (1995), 71–92.

[47] ZAKHAROV, V. E. Stability of periodic waves of finite amplitude on the surface of
a deep fluid. Journal of Applied Mechanics and Technical Physics 9, 2 (1972), 190–
194.


	IGPM516-Deckblatt
	IGPM516-Original
	1 Introduction
	2 Prediction-correction splitting
	2.1 The Serre/Green–Naghdi model
	2.2 The time-discrete problem

	3 Correction step of the time-discrete problem
	3.1 Whole space domain
	3.2 Bounded spatial domain
	3.2.1 Homogeneous boundary conditions
	3.2.2 Inhomogeneous boundary conditions


	4 Projection scheme for the fully discrete correction step
	4.1 Whole space domain
	4.1.1 General strategy
	4.1.2 Application to a simple case

	4.2 Bounded spatial domain
	4.2.1 General treatment of boundary conditions
	4.2.2 Dry front condition


	5 Numerical strategy for the full Green–Naghdi system
	5.1 Fixed water depth and velocity boundary condition
	5.1.1 First variant: the wall boundary condition
	5.1.2 Second variant: the transparent condition

	5.2 Fixed discharge and hydrodynamic pressure
	5.3 Simulation on a beach

	6 Conclusion


