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Summary. We consider a two-grid method for solving 2D convection-diffusion 
problems. The coarse grid correction is based on approximation of the Schur 
complement. As a preconditioner of the Schur complement we use the exact 
Schur complement of modified fine grid equations. We assume constant coeffi­
cients and periodic boundary conditions and apply Fourier analysis. We prove an 
upper bound for the spectral radius of the two-grid iteration matrix that is smaller 
than one and independent of the mesh size, the convection/diffusion ratio and 
the flow direction; i.e. we have a (strong) robustness result. Numerical results 
illustrating the robustness of the corresponding multigrid W -cycle are given.
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1. Introduction

Concerning the theoretical analysis of multigrid methods different fields of ap­
plication have to be distinguished. For selfadjoint and coercive linear elliptic 
boundary value problems the convergence theory has reached a mature, if not its 
final state, cf. [17,19]. In other areas the state of the art is (far) less advanced. For 
example, for convection-dominated problems the development of a satisfactory 
theoretic analysis is still in its infancy.
In this paper we consider a multigrid method for the 2D convection-diffusion 
problem

(1.1a) —E A u+ a(x .y )ux +b(x,y)uy = f  in (— 1, 1) x (— 1, 1) ,

with suitable boundary conditions and e >  0. We are mainly interested in the 
case e <C 1. We take a standard finite difference discretization on a square mesh 
(mesh size h) with upwind differences for the first order terms.
In applications, many different multigrid methods for solving convection-dominated



problems are used. In general, the “standard” multigrid approach used for a diffu­
sion problem deteriorates when applied to convection-dominated problems. For 
these problems modifications have been suggested, such as “robust” smoothers 
or smoothers that follow (roughly) the flow direction and matrix-dependent pro­
longations and restrictions ([9, 16, 20]). Recently, some other modifications are 
proposed in [8]. All these modifications are based on heuristic arguments and/or 
empirical studies; a rigorous convergence analysis of one of these modified multi­
grid methods is not known to the author.
In the convergence analyses for nonsymmetric problems (e.g. as in (1.1)) the 
usual approach is to treat the lower order terms as perturbations of a symmet­
ric positive definite operator and thus obtain estimates similar to the symmetric 
positive definite case, often with an additional restriction that h is sufficiently 
small, or the coarse mesh is fine enough (e.g. [3, 7, 10, 18]). This approach is 
not satisfactory if e <C 1, because it cannot be used to explain the behaviour of 
the method on meshes of practical size for the class of problems we consider 
here.
An interesting, and for applications very important, question is how the perfor­
mance of the multigrid solver depends on h,e  and the flow direction. In particular 
one is interested in robustness of a multigrid method, i.e. a high convergence 
rate for a whole relevant range of the parameters. Only a few theoretical analy­
ses concerning the subject of robustness of multigrid for convection-dominated 
problems have appeared. In [4, 9, 13] multigrid convergence for the ID model 
convection-diffusion problem is analyzed. These analyses, however, are restricted 
to the ID case. In [5] the application of the hierarchical basis multigrid method 
to finite element discretizations of the problem in (1.1a) is studied. The analysis 
there shows how the convergence rate depends on e and on the flow direction, 
but the estimates are not uniform with respect to the mesh size parameter h.
In this paper we consider a particular multigrid method for convection-diffusion 
equations as in (1.1a). The underlying two-grid method uses an approximation 
of the Schur complement. Other methods based on Schur complement approx­
imation already exist (e.g. [1, 2, 12]). An important difference between these 
approaches and the Schur complement approximation in this paper is the fol­
lowing. In the former methods the Schur complement is preconditioned by (an 
approximation of) the coarse grid stiffness matrix, whereas in the present case 
we use as a preconditioner the exact Schur complement of modified fine grid 
equations. For the type of problems as in (1.1a) the latter preconditioner appears 
to have some favourable properties. The Schur complement preconditioning is 
combined with a block Jacobi solver on the fine grid points which are not in 
the coarse grid. The resulting two-grid method, that is very similar to the meth­
ods discussed in [14, 15], can be classified as a multiplicative Schwarz type of 
method.
In the convergence analysis we consider the two-grid method applied to a discrete 
version of (1.1a) with periodic boundary conditions and constant coefficients; we 
then assume:
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(1.1b) a (x ,y ) = constant = a G [0,1], b{x,y)  = 1 — a, 
periodic boundary conditions.

By means of Fourier analysis we prove that for the spectral radius of the iteration 
matrix p(M) we have p(M ) < c < 1, with c independent of h G (0, 1), a € 
(0,1), £ £ (0, co), i.e. we have a (strong) robustness result. Numerical results 
show that in general p(M) <C 1 holds.
Let M be the iteration matrix of the two-grid method for the system Ax -  b 
(discretization of (1.1a)), .9% the Schur complement of A and S the approxima­
tion of .5^_1 we use. We will prove that o(M) = a{I — S,9%) U {0} holds. The 
main part of this paper is concerned with an analysis of a(S.9i) for the model 
problem (1.1a, b). This analysis is rather technical because for robustness we 
need estimates that are uniform in the three parameters h ,e ,a .

The remainder of this paper is organized as follows. In Sect. 2 we discuss the 
discretization method. In Sect. 3 we give some preliminary results which are used 
in subsequent sections. In Sect. 4 we discuss the two-grid method that is studied 
in this paper. In Sect. 5 we apply Fourier analysis to this two-grid method and 
we derive expressions for the eigenvalues of the Schur complement (.9%) and of 
the Schur complement preconditioner (S). In Sect. 6 we analyze cr(S.9fi) for the 
special case of pure diffusion (e = oo) and in Sect. 7 we treat the special case 
of pure convection (e = 0). In Sect. 8 we analyze a(S.9%) for the general case. 
Finally, in Sect. 9 some numerical results for the multigrid method are presented.

2. A model convection-diffusion equation

We consider the following convection-diffusion problem with constant coeffi­
cients and periodic boundary conditions

(2-1)

—eAu  + aux + (1 — a)uy = f

dm dm
d ^ u(- h y ) = 3 ^ u ( h y ) '
gm gm

dp"  ’

We assume e > 0, a € [0,1] , / /  dx = 0.

in Q = ( -1 , 1) x ( -1 ,1 )  

m -  0,1, — 1 <  )’ < 1 

m = 0,1, — 1 < x < 1 .

Q
For discretization we use a square grid with mesh size h = 2~k (k G N):

(2.2) Qh = {(*,)') € f i \ x  = vh, y = ph, 1 — N < v, p  < N }  ,

with N = l /h .  On this grid we use a standard approximation of (2.1) with upwind 
discretization for the first order terms. This results in an operator A/, : £2(f2h) —> 
£2{fth) with a difference star of the form



[•4ft] —
0 -1 0 ‘ 0 0 0 "

-1 4 -1 + a -1 1 0
0 -1 0 0 0 0

(2.3) + 0  -  a)
0 0
1 0

-1 0

with \= e/h  e  (0, oo).
The constant function with value 1 at all grid points is denoted by I/,. The space 
orthogonal to I/, (w.r.t. Euclidean inner product) is denoted by

(2.4) i i  = {u e f ( n h)\  (ift,m)2 = o } .

Below we consider At 1;, ; then Ah is regular.

3. Preliminary results

In this section we apply a standard Fourier analysis to the discrete operator Ah. 
We will prove several properties of the resulting (complex) eigenvalues. These 
results are used in the analysis in subsequent sections.

For the Fourier analysis we use a standard approach (e.g. as in [10]). In £2(J?ft), 
with Nh = 1, we introduce the 4N 2 basis vectors e ^  with

(3.1) e ^ ( x , y )  = i e7ri(l/T+Av) , (*,y) e f2h, 1 -  N < v ,n  < N .

These vectors form an orthonormal basis w.r.t. a scaled Euclidean inner product, 
and thus the Fourier transform

N

Qh ■ (ĉ iz/j.) 1 — N * 'y '
v ,n = \ - N

is unitary.
Every “low” frequency (v, /i) with 1 — \N  < v.ji < \ N  is associated with the 
“high” frequencies ( i/, /i), (is, //) , ( i/, / / )  where v ’, / /  are defined by

, _ ( v + N if u < 0 ! _ f fi + N  if /i < 0
U ~ \ u - N  if v > 0 ’ M ~ \ n - N  if /i > 0 .

Clearly, £2(f2h) is a direct sum of the N x N subspaces

U ,r  := s p a n { ^ <  1 -  \ N  < v, fi < {N  .

By QhM we denote the 4N 2 x 4 matrix with columns these basis vectors of U ^ :
n iyfx _ r up v'n vp! ///- .
^ft ~ Left eft ch eft J ■

Now note that we have (Q ^ ) * A h Q ^  = diag( d ^ , d ^ , d ^ )  (we use the 
adjoint w.r.t. the scaled Euclidean inner product); a simple calculation yields the 
following formulas for the eigenvalues d?** (1 — ~N < /i < ~N):



(3.2a) d ^ - - = A 7  + ^ ,  j = 1,2, 3,4 ,

(3.2b) A ^  := 4a h( s l+ s l )  , I'LL
■■= ad)u + (1 -  a)Vv

(3.2c) A ^  := 4 a ,(c 2 + j 2) , I'Ll
T'i :-  a {2 - ^ )  + ( l - a ) ^

(3.2d) A3"m := 4a,,(52 + c2) , ^3 •= <3^ + (1 -  a)(2 -  il>n)

(3.2e) AJM := 4 a , (c2 + c2) , ULL
■= a( 2 -  W ) + (l - a)( 2-

with

J* := sin(|/c7r/i) , c, := cos( j k n h ) ,

^  :== 1 — exp(—i7r/c/i) = 2j*(j* + ic*) ( l e i )

For 1 - \N  < k < we have :ut € [ - \ V 2,:|\ /2 L  Q € [
Note that the following holds:

(3.3) \ US  + = 8a, , ^  ^  + <pv» = 2 ,

(3.4) Re(a}"M) > 0 ,  y = 1 ,2 ,3 ,4  ,

(3.5) |Vfc|2 = 4 52 ,

(3.6) 0*(2 -  V'f) = 4j*Q{sin((A: -  i)\irh) + i cos((/c -  £)^7r/i))} .

In Lemma 3.1 we derive some results concerning the real part of certain prod­
ucts and quotients of the eigenvalues . In Lemma 3.2 we give bounds for the 
norm of certain quotients of the eigenvalues d ^ .

Lemma 3.1. The following holds for all (v, /i) f  (0,0):

(3.7a) R e ( ^ / ^ )  > 0 for a l l j , k  e  {1,2, 3,4}

(3.7b) R e ^ J 'V ^ )  > 0 , R e ^ 'V ^ )  > 0

(3.7c) R e ^ V r / v T )  > 0 > Rz<,T7v7lT>7)  > 0 for all j  € {1,2, 3,4}.

Proof We first prove the result in (3.7a). The result is trivial for j  = k. Using 
R e(l/z) = |z |-2 Re(z) it is clear that it is sufficient to consider j  < k.
Below, we use that Re(i/^(2 — ipe)) = 0 (cf. (3.6)).
We start withy = 1. The result for (j ,k)  = (1,2) follows from

R e ^ ^ )  = Re[(aVu + (1 -  a ) ^ ) ( a ( 2 -  ^ )  + (1 -  a % ) ]

= a (l -  a){Re(V)„'0M -  VvVv) + 2Re(V>M)} + (1 -  a )2|Vul2 

= 2a(1 -  a)Re(Vv) + (1 -  a )1 |i/)p |2 > 0 .
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The same argument with u and n  exchanged and a and 1 — a exchanged implies 
the result for ( j ,k )  = (1,3). For (j ,k )  = (1,4) we note:

R e ( ^ V r )  = a(l- a)R e(ttU 2 -  S  ) + 1/,„(2 -  «„))

= 2a(l -  a){l -  Re((l -  V>„)(1 -  ,/>„))}

>  2a(I - a ) { l  -  |(1 -  V>„)(1 -  i/v)l} = °  (use |1 -  V>fl = 0  •

We now considery = 2. For ( j ,k )  = (2,3) an argument as in the case (j ,k)  = (1,4) 
yields

R e ( c ^ ^ )  = 2a(1 -  a){l +Re((l -  7 ) ( 1  -  7 ) ) }

> 2 a ( l - a ) { l - | ( l - ^ ) ( l - ^ ) l } = 0 -
For (j ,k)  = (2,4) we get

= a 2|2 — ipu\2 + 2a(l — a)(2 — Re('0l/)) >  0 .

Finally, the same argument with i/.p exchanged and a, 1 — a exchanged yields 
the result for ( j ,k )  = (3,4). This completes the proof of (3.7a).

With respect to (3.7b), (3.7c) we first note that for z f  0 we have Re(z) = 
|z |2R e(l/z) and thus (Re(z) > 0) <£=> (R e(l/z) > 0). Using (3.3) we have

R e ( l / ( r f M̂ )  = |R e(l + l/<^3M)

= i ( | ^ | - 2R e ( ^ ) +  | ^ | - 2R e ( ^ ) )  > 0 .

And thus Re(p>^<p^) > 0 holds. Similarly one can prove Re(<^M( ^ M) > 0. So 
the inequalities in (3.7b) hold.
We now consider (3.7c). Using (3.3) and (3.7a) we have

R e ( ^ M/(<F2%”3M)) = |( R e ( < M/<F2M) + R e f ^ / V D )  > 0 ,

and thus Re(c/?2M / t f 1*) > 0 holds. With the same arguments one can prove 
that Re((/j7<F4M/ </?7M) — 0 holds. □

Lemma 3.2. The following holds for all (a, p) f  (0,0): 

(3.8a) \ d ^ / d - ^ \  < x/2(2 + y/2) , j  =2 . 3  ,

(3.8b) K M7 7 l  < 1 •

Proof First we note that for y = 2 ,3 ,4  we have A^M < A ^ , Re(</?7) < Re(<7M)’ 
and thus

W  (A 7 )2 + 2 A 7 R e (^ M) + I ^ H 2
1 1 7 7 1 (A 7 )2 + 2A;MR e ( 7 /2) + | ^ | 2

^  (A ;7 2 + 2A;MR e ( ^ ; 7 + |^ Ml2 ^  [ 7 n 2 l
-  (A 7 )2 + 2 A ^ R e ( ^ ) + | ^ | 2 - maX\ L l ^ l 2 /  ■



For \¥\^\ we have

(3.9) l ^ M|2 = 4{a2sl + (1 -  a f s l  + 2a(l -  a ) ( ^ 2 + sucus^c^)} . 

V̂ e first consider j  = 2; for |y^M| we get

(3.10) \ ^ \ 2 = 4{a2cl + (\ — a)2s 2 + 2a(l -  a ) (c ^ J  -  ^ c „ 5 McM)} .

If suSn < 0 then clearly M|2/I (F2M|2 <  1. We now take > 0. Then 
H,v £ [0, \N ]  or /i, v 6 [ \N  — 1.0] and thus | sin(^(/i -  v)nh)\ < \ \ f l  holds. 
Using this we get

2fl(l -  a)\cls2 -  sucl/ŝ Lĉ L| = 2a(l -  a)\cusll\ \ sin(2(i/ -  fi)7rh)\

We conclude that 1̂ ^ \2/ \2 < 2/(1 — \  \/2) = 2(2 + \ f l )  holds. This com­
pletes the proof for the case j  = 2. For the case j  = 3 we note that for 
we get an expression as in (3.10), only with v and fi exchanged and a, 1 — a 
exchanged. Thus the same arguments yield a proof for j  = 3.
We finally consider j  = 4. Because I m ^ ^ ) ' = — Im(</;/M) and R e ( ^ M) > 
Re(</^M) > 0, we immediately have |<4qM|/|<44M| < I. □

Remark 3.3. Concerning the sharpness of the bounds in (3.8) we note that the 
bound in (3.8b) is sharp; if we take a h = 0, a = 2 u = = \N  then

The bound in (3.8a) is fairly sharp; e.g. for the case j  = 2 we may take 
Oih = 0, v -  2yV, fj, = 1, a = \/2  = V2 jj, then for h j  0 we have

K T / K T  = l ^ n v i ^ n 2 = 1 ^ 4  + 0 ( A ) ,

and thus for h j  0, \ d ^ / d ^ \  -> 1 + a/2  w 2.41 (note that \/2 (2  + y/2) «  2.61).

In view of the analysis in subsequent sections, we give some properties of the 
harmonic mean of the eigenvalues d Ufl. For given complex numbers Z\, ■ ■■,Zk E 
C\{0} we define the harmonic mean H {z\ .z i , ...,Zk) as

<  ^ \/2 (a2c2 + (1 -  a)2s 2) .

Using this in (3.10) results in

From (3.9) it is clear that

\(f^ \ 2 = 4{a1 si  + (1 -  a)2s 2 + 2a(l -  a)susfl cos(^(o -  h)tth)}

— / 1 = 1 .

(3.11) H(z\,Z2,--,Zk) = k



Using (3.3) is easy to see that the eigenvalues have the following propertie
( ( i / , / i ) ^ ( 0 , 0 ) )

(3.12a) S ( / ' , f ) = r for ( j ,k )  €  {(1,4), (2, 3)}
4Q/, t  I J

(3.12b) H (d ^ , d ^ )  = d + \  — J-------
7 7 2  4a;, + 1 K J

for (/,£ )  € {(1,4),(2,3)}

(3.12c) H ( d ^ , d ^ , d ^ , d ^ )  = H ( d ^ , d ^ ) +

/ /  ) + H (d"‘̂ ^ )
{ / / ( ^ M, ^ M) -  < M)}

4. Two-grid method

In this section we discuss the specific two-grid method that will be analyzed in 
subsequent sections. As in the standard approach (cf. [10]) it is obvious how a 
multigrid algorithm can be obtained. In view of the Fourier analysis in Sects. 5- 
8 we explain the two-grid method for the model problem (1.1a, b). However, 
the same approach is directly applicable to a problem as in (1.1a) with varying 
coefficients and/or with Dirichlet boundary conditions (cf. Remark 4.2, Sect. 9).

We take the discrete problem as in Sect. 2 (cf. (2.3)) and use standard h —> 
2h =: H coarsening. We make a corresponding block partitioning of A = A/, as

(4.1) An A )2
A21 A22

in which [A21 A22] corresponds to the (fine grid) equations in the coarse-grid 
points.

For a block matrix C = the Schur complement of C\\, i.e. C22 -CM C12
C21 C22

C2, C - 1C,2 is denoted by .9c- 
We define the following “prolongations” and “restrictions” (block partitioning as 
in (4.1); note that An is regular)

(4.2)
■ / —A1,' A \->

P\ = 0 , n  = [/ 0] , Pi = 11 1 - 
/ r2 = [0 /] •

Our two-grid method is based on the factorization

(4.3) (/ -  p2. 9 ^ - \ 2A){l -  P]A - ]n A ) = 0 .

Remark 4.1. For the Schur complement .%  we have .% = r2Ap2 with f2 := 
[—A21A]]1 /]. Note that Alt, = ATI/, = 0, p2lH = I;, = r j l H. From this it follows 
that K erfi^) = lH, = Ker(.5^ T)1 = 1^, and thus .9a : I# —> 1^ is regular
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I
(cf. Sect. 2); the inverse is denoted by 5 ^ '

Note that I -  p \A u ]r\A = piri holds and thus r?A(7 -  p\A
^ASfai- So in (4.3) is well-defined and indeed (/

piA^ riA) = p2r2 ~  PiS% l.9£r2 = 0 holds. 
We use the notation

n r\A) = r2Ap2r2 
-  p25 ^ xr2A \ l

(4.4) P\ :=p\Au ]riA , P2 := p2.9% {r2A .

For P2x to be well-defined we must have r2Ax € = ijj, i.e. x e

' ĵ)± . The following properties hold:

(4.5a) P i is a projection on .M(p\).

(4.5b) Pi : (AT P7?XpP) is a projection on .j/%(p2)m,

this projection has the following orthogonality property:

(A(I -  P2)x, AP2x )2 = 0 for x e  (AT (  ® j ) x .

(4.5c) R w ~ = .y?Ap{) © .yZ(p2).

(4.5d) A \ i = r\Ap\ , .%  = r2Ap2

In view of these properties the factorization in (4.3) corresponds to a method that 
might be classified as a multiplicative Schwarz method. Note that the subspace 
jft(p2) is matrix-dependent. The condition concerning the domain of P2 is due 
to the fact that A is singular. The I — P\ term corresponds to a block Jacobi 
iteration on the points of Using a basic iterative (line) method, systems
with matrix An can be solved “accurately” with 0 {N2) flops, even if we have 
strong convection (cf. results in Sect. 9). For the analysis in this paper we assume 
that in the block Jacobi method the system with matrix An is solved exactly. In 
practice we will use (a few) inner iterations.
To obtain a feasible method, in P2 we replace p2 and .(/ A~ 1 by approximations,

say p2 - - B 
l

give some results

and S . Our choice for B and S is discussed below. First we 

for the general case with iteration matrix

- 5
I

(4.6) M = (/ -  p2Sr2A)(I -  P ^  , p2 =
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Lemma 4.1. For M as in

(4.7a) M lh = h

(4.6) the following properties hold:

(4.7b) M  =
0 D 
0 /  -  S .%  ’ with D = B -  A n  -  B(I -  S.Zg)

(4.7c) <r(M) = o(l -  S y A;) U {0} .

Proof. The results in (4.7a, b) follow directly from the definitions. The result in 
(4.7c) follows from (4.7b). □

In cr(M) we have the rather special eigenvalue 1 that orginates from Alh = o. 
When solving a problem with Alh = 0 one should use a method in which errors 
remain in 1^. Such a method can be obtained by combining the method cor­
responding to M  with an orthogonal projection on 1^. For a further discussion 
of this subject we refer to [10]. (Note that this special treatment of l h is not 
needed if A is nonsingular, e.g. (1.1a) with Dirichlet boundary conditions). If 
errors are in 1^ then the eigenvalue 1 e o(M) plays no role and the convergence 
rate is determined by <t(M)\{1} = cr(I -  S.5^)\{1}. From this we see that if 
max{|A| | A € o(I — S.9f), A /  1} <  1 then we have a two-grid method with 
a favourable convergence property. It is a first step towards robustness that in 
essence only the preconditioning o f b y  S determines the convergence of the 
method corresponding to M . The main result of this paper, given in Sect. 8, is that 
for our choice of S , which is feasible in a practical multigrid algorithm, we have 
|A| < c <  1 for all A G cr(I — o;S.5^')\{l} with constants u  and c independent 
of h , e, a . This yields a (strong) robustness result for the two-grid method of (4.6).

In the multigrid literature one can find methods based on approximation of the 
Schur complement, cf. [1, 2, 12]. These methods, and the corresponding con­
vergence analyses, apply to symmetric positive definite problems only. The two 
main types of approximations S of .5^-1 are the following

(4.8a) S = A f ] (Ah ', coarse grid stiffness matrix)

(4.8b) S = (/ — P k(A f]-%))-9f~], where p* is a polynomial of degree

k related to a basic iterative method for solving S%y -  d.

Note that (4.8a) is a special case of (4.8b) for the choice p\(t)  = 1 — t. The poly­
nomial method in (4.8b) is introduced because the method with iteration matrix 
/  — loAJj K^a is too slow and has to be accelerated. Multigrid variants of (4.8a, 
b) exist in which A f x is approximated using a preconditioner from coarser grids. 
Disadvantages of the approach in (4.8b) are that, for k > 2, we have to compute 
matrix-vector products with .5^ and that we need a “suitable” polynomial based 
on a ( A f ] y f ) .  Note that the problem of finding such a polynomial becomes more 
difficult if we have complex eigenvalues.



It turns out that in our approach we do not need an acceleration procedure be­
cause our preconditioner S of .9% is (significantly) better than A fi] and results in 
an iteration matrix I — uS .9% with spectral radius much smaller than one.
For S we do not take (an approximation of) Afi1 but we use the inverse of  
the exact Schur complement of modified fine grid equations. The approach is the 
same as in [14, 15]. We take the fine grid equations as given in the matrix A in
(4.1) and “discretize” these equations by replacing the equations in [An At2] 
by approximating equations [An A12] with An diagonal. The equations in the 
coarse grid points are not altered. This results in a modified fine grid matrix

(4.9) ^11 ^12 
A2i a 22

For S we take the inverse of the Schur complement of A : S = ,5^_1 : Î F —> 1^. 
Because [An A12] is meant to be an approximation of [An A\2] an obvious 
choice for B in p2 (cf. (4.6), (4.2)) is B :=A]_,1Ai2, so

(4.10) Pi := —^ n ' ^ i 2  
/

With this choice we then have properties as for the “optimal” projection P2 in 
(4.5b, d):

(4.11a) P2 := p2-9 f~] r2A : (AT ( ° V  -> .yt(p2)

is a projection on .9t{p2)\ this projection

has the following orthogonality property:

(A(7 -  P2)x, A P 2x ) 2 = 0 for x e (AT ^ ^  j ) 1 .

(4.11b) .9$ = r2Ap2.

Due to the fact that A u is diagonal we have local operators p2, .9f. Note that 
the two-grid method (4.6), with p2 as in (4.10) and S = is now completely 
determined by the “discretization” [An A\2] —> [An Aj2].

We now discuss this discretization process.
Consider a grid point P of P2h\ f^ H (cf. Fig. 1).

The equation in P consists of a linear combination of the difference stars

0 1 o ' 0  0 0 ' '  0 0 0 '
- 1  4 - 1 1 - 1  1 0 and 0 1 0

i— 0 1 0 1 _ 0 0 0

—
i

o7o 
__

1

We get a modified equation, represented in [An A]2], by the following substi­
tution:



L] 1 [3

P

1------- r

Q

3“

L1 ' L3 ' t 3“

{ □ }  : n H

{ • }  fth\&H

Fig. 1.

0 -1 0 ' • - 1 /8 0 - 3 /4 0 - 1 /8  '
(4.12a) -1 4 - -1 -> 0 0 2 0 0

0 -1 0 . -1 /8 0 - 3 /4 0 - 1 /8  _

0 0 0 ' _ 1/4 0 - 1 /4  0 0 '
(4.12b) -1 1 0 0 0 1 0 0

0 0 0 1/4 0 - 1 /4  0 0

The —  difference star is not changed.
dy

Taylor expansion shows that for smooth functions the difference between the 
results of the two stars in (4.12a), (4.12b) is ^ (/z2), f?(h) respectively. In a 
point Q (cf. Fig. 1) we make the following substitution

* 0 - 1  o ' ' - 1 /2 0 - 1 /2  '
-1  4 - 1 0 2 0

0 -1  0 - 1 /2 0 - 1 /2  _
(^ (/z2) accurate)

(4.13b)

ooo

* - 1 /2 0 0 '
-1  1 0 0 1 0 (<^(h) accurate)

0 0 0 _ . " I / 2 0 0

(4.13c)
0 0 0 * 0 0 0
0 1 0 -> 0 1 0 accurate)
0 -1  0 - 1 /2  0 - 1 /2  _

Clearly this approach uses information from the underlying differential equation. 
We may combine this with a more algebraic approach in which only the structure 
of the grid is used. In the latter approach a relation between unknowns in 
is “eliminated” by a (linear) interpolation procedure (as in the hierarchical basis 
multigrid method). For example, if in the point P = (x ,y)  the unknown u(x -  
h, y — h) is replaced by \(u(x  — 2/z, y — h) + u(x, y — h )) (cf. Fig. 1) then



0 0 0 ' 0 0 0 0 0 '
the star 0 1 0 changes into 0 0 1 0 0

-1 0 0 p - 1 /2 0 - 1 /2 0 0
implementations we always used a two-step discretization process. In the first 
step, in a given grid point in we modify the star by replacing certain
finite differences, that are selected using the BVP, by other finite differences (as in 
(4.12), (4.13)). In the second step we eliminate remaining relations between grid 
points in Uh\U H by an algebraic elimination process (e.g. linear interpolation).

Remark 4.2. The approximation [An A12] —> [An A12] as described above is 
based on a given difference star in a given grid point and therefore also ap­
plicable to (1.1a) with varying coefficients a,b.  With respect to the multigrid 
method we note that if we apply the discretization process (cf. (4.12), (4.13)) 
to A from (2.3) then pi will have a 17-point stencil and ,5*f will have a 9-point 
stencil. Because A is a “discretization” of A it will be of the same type as A 
and its Schur complement.9f  will also be of the same type. One can prove (cf. 
[14]) that if A is an M-matrix, then A and are M -matrices, too. So stability 
is preserved. The same procedure can then be applied to .9f  (on 17//), etc. This 
results in 17-point prolongations and 9-point Schur complement preconditioners 
on all coarser grids. These operators are used in a standard multigrid approach 
based on the two-grid operator in (4.6) (cf. also Sect. 9).

Remark 4.3. For the Poisson equation with red-black coarsening (then An is 
diagonal!) the setting of a multiplicative Schwarz method is used by Braess in 
[6] (cf. also [11], Sect. 11.4.4) in an algebraic convergence analysis of a two- 
grid method. He takes S = A ^1 and then p(I — A ^’.Ŝ ') < \  holds, which can be 
proved using a strengthened Cauchy-Schwarz inequality.

5. Fourier analysis of the two-grid method

In this section we derive expressions for the eigenvalues of These ex-
pressions will be used in Sects. 6, 7, 8 to obtain bounds on cr(.S  ̂ .%).

We start with a result concerning the eigenvalues of the Schur complement 
In the coarse grid space f f (Q //) we use the standard Fourier basis (cf. (3.1)). We 
define NH := N /2  (N = \ /h )  and

(5.1) e f ( x , y )  = (x,y)€ , 1 -  m < .

Lemma 5.1. The Fourier mode euHM (1 — Nh < is, p <  Nh , (is, p) 7̂ (0,0)) 
is an eigenvector of F/f with corresponding eigenvalue the harmonic mean of 
d \ \ d ^ , d ^ , d ^  (cf. (3.11)), Le.:

(5.2) .9£ev/  = H ( d ^ , d ^ , d ^ , d ^ ) e ^  .

Proof. If A : l 2(T2h) —► l 2(f2h) would be nonsingular then the formula



A ~ l = —^ i l  A \ i  
/

«?-l

•̂ 4 ' [ —̂ 2lAn ' /] +
4 - 1
A]1

immediately yields ,9f = [0 7]Ai - i . Fourier transformation then results'

in the harmonic mean as in (5.2). However, A is singular with Ker(A) =1^ an(j 
a special treatment of the vector I* is needed. Define r2 := d  and
note that rJlH = lh (cf. Remark 4.1) and therefore r2(I^) C 1^. We use the 
(generalized) inverse .5£_1 : —> 1^ (cf. Remark 4.1). Now define W : I;|
l 2{flu) by

W := p2’̂ A~lh + P \ A ^ r i  

at

!k

(j >2, f],p\ as in (4.2)). Note that W is well-defined due to r2{ 1^) C ijj. A simple 
calculation shows that AW =7™

Using I# C 1^ we see that W £2{flu) is well-defined.

From the definition of W we now conclude that [0 7]W 

that

= 5 a ~ .  Note

(5.3) [0 l ] e ^  = [0 I ) e ^  = [0 I ] e ^  = [0 / ] <  M

(1 -  Ajh  <  " ,  P < N h  ) ■

We take a Fourier mode e 6 1^, i.e. {u, p) ^  (0,0). Using

|[0  /]* and (5.3) we see that

0  

/

= [0 7]T =

(5 .4) 1 / 1/ LL , iS 11 , IS LI , IS U \= i ( eH +eh * + e,» +eh M ) .oU» -  i  
' H ~  4^/1

From AW = I^± we have A W e and thus W e ^  = l / d ^ e ^  + for

a certain € C . Similar relations hold for evh M, e ^  and euh M . Combining 
this with (5.4) we get

0W e'X  = i d  A T C  + M + 1 +  1 I d ? e vh * ) +

for a certain e C . Using (5.3) and [0 /]!;, = Ih we have

[0 I]W

Finally, because [0 I]W  

and

' 0  ■ -  I
/ e H ~  1

7=i

-  9r' -1 • T “ • l H1 1^, we conclude that /3„M = 0
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Remark 5.2. In the multigrid literature there are other approaches in which the 
Schur complement plays an important role (cf. Sect. 4). In these approaches 
the Schur complement .9% = r2Ap2 (cf. (4.5d)) is approximated by the coarse 

K j  grid stiffness matrix. In Fourier space this means that the harmonic average 
, 4 7 , ^4M) is approximated by (an approximation of) d ^ .  In our 

approach we approximated .9% by 5% -  r2Ap2 (cf. (4.11b)), thus using informa­
tion from Â  ev'n This leads to a better approximation of the
harmonic average as can be seen from Fig. 2, 4, 5.

To be able to apply Fourier analysis to .9f = r2Ap2 we first introduce some 
notation. As discussed in Sect. 4 we have modified equations [An A\2] in the 
grid points of 17/,\l7//. The grid points of l7/,\l7// are divided in three sets:

(5.5a) n {hl) = {(*,y) € n h\f2H \ y = k H ,  k e Z }

(5.5b) = {(x,y) e  17h\f2H \ x = k H , k € Z }

(5.5c) n (3) = U l><2)) .

Note that for given j  € {1,2, 3} A has a constant difference star in the points of 
17̂  , thus for a suitable r jf ',  independent of (x,y ) G 17^ we have

(5.6) ( A n W -  T{ j) eh

■A,, A12 
/

Fourier transform of \4

In Lemma 5.3 it is shown that the eigenvalues of .9^ can be expressed in terms 
of these r j f  and the eigenvalues of A.

Lemma 5.3. For (u, p) f  (0, 0) with 1 — Nh < u, p  < N// the following holds

(5.7) . ^ 7  = { d r  + J(T(̂  + r (̂ ) « M -  O  + I ( r {̂  -  

Proof. We use the Galerkin property = r2Ap2, with r2 -  [0 /] and p2 =

. The Fourier transform of p2 is equal to the transpose of the

r 1 r A 12A n 1 /]. The latter restriction operator has a constant 
(17-point) difference star. From this we see that (cf. [10] Sect. 8.1.2)

P i e r  e s p a n d  -  N„ < u ,p  < N„) .

We take a fixed (u,y.) f  (0,0) with 1 — Nn < u, p < Nh and write
— IP LL I'LL IP LL IPll IP LL
P i e r  =OL\eh + a 2eh + <*ieh* + a 4eh M .

Note that j  = 1,2,3.

Similar relations hold for and M . This yields, with l7j-;0) := 17// and 
17^ as in (5.5), the following:

(5.8a) (Pier \ n f  = + (— 7  a 2 + 0:3 + (~ 7  OL4) ( e r j  = 0,1

! (5.8b) (P2Ctf*)|rt(/> = (q i + ( - i y ’o!2 - 0 3  - ( - i y a 4 ) d 7 i ^ )), j  = 2, 3 .



On the other hand, we have

(P2 e7 \ n ^  =
—A ^ \A \2

For j  = 0 (J?j,0) = C2H) this yields (Pie7 \ n <0) = e7  = and for7 = 1,2,3
we get the following, with Qch := f th\ f t H\

= -  r o 7 < V r  (cf-(5-6))

= 0 "  ^ W l ^ -

Combining this with (5.8) yields the following equations for the unknowns
a i , a 2, q 3, oi4:

1 1 1 1 ' ’ acj 1
1 - 1  1 -1 a 2 1 -  TUft 1 Td)
1 1 -1 -1 a 3 1 -  TU+ 1 T(2)
1 - 1  -1 1

.
1 -L 1 '(3) J

The matrix above has orthogonal columns. Inverting the matrix yields

’ a . r 4 -  fr M + T M +T ) 1U(l) + r (2) + r (3)l
a 2 _ 1

isn i//x vfj.
T(l) r (2) + r (3)

a 3 4 — -rl'+ + T ^  +T ^T(l) + ' (2) + r (3)
. Q4 . L T(l) + r (2) r (3) J

(5.9)

The Fourier transformation yields

^ 7  = [0 l]Ap2e 7  = [ 1 1 1 1 ]

=: ^ e T

d. 7
d r

d r

Qf|
0.2
a 3

. a 4 .

-H

with eigenvalue ^ q ,-. Using (5.9) we get

^  = 7 ^  + 7 7 "  + 7 ) M 7  - O  + J c r ^  - - < M) 

+37- ( 3 r ( ^ r + ^ D - « M+0 ) -
Finally, note that the last term in the right hand side is equal to zero due to (3.3).

□

Expressions for the r J }M, j  = 1,2, used in Lemma 5.3 are given in Lemma 
5.4 below.



Lemma 5.4. If  [An A\i] is obtained by a “discretization” process as in (4.12), 
(4.13) then the following holds. With

f(5.10) 7 ^  := 1 -  cos(virh)cos(pnh) = 2(s fc l  + $*cj) € [0,1]

we have the following expressions for (j = 1,2):

(5.11a) = {4a h(sl + s ^ c f a l  - s f y  + aip,,

+(1 -  a)0 /v  + 7 ^ 0  -  ^ ) ) } / ( 2 q;, + 1)

(5.11b) Tp!) = {4a/,(^  + j 2c2(c2 _  *2))

+a0/v + 7«//i0 _  V'i/)) + (1 -  a )^ M}/(2Q,, + 1) .

Proof. The result in (5.11b) is a direct consequence of the definition of A ^ u  as 
in (4.12) and the following equalities:

' - 1 /8 0 -3 /4 0 - 1 /8  ‘
0 0 2 0 0 < M = 4 ( s l + s 2uc l ( c l - s l ) ) e ^

. - 1 /8 0 -3 /4 0 - 1 /8  _

■ - 1 /4 0 -1 /4 0 0 ‘
0 0 1 0 0 = O/U + 7 ^ (1  ~ ,

- 1 /4 0 -1 /4 0 0

00

0 '
0 1 0 e/i a.

Ta­il puveh , A 111/2*2, = diag(2a h + 1) .
0 -1 0

Using similar arguments the result in (5.1 la) can be proved. □

In Lemma 5.1 and Lemma 5.3 we derived expressions for the eigenvalues of 
and respectively. The influence of the discretization approach, i.e. replac­

ing [An A12] by [An A12L is expressed through the eigenvalues j  -  1,2, 
in Lemma 5.3. In Lemma 5.4 expressions for these are given that corre­
spond to our particular discretization strategy as in (4.12), (4.13). As is shown in 
Lemma 4.1, there is a direct relation between o ( . 9 ? ~ [ .9 a )  and the convergence 
of our two-grid method. Clearly, expressions for the eigenvalues of .9?~].9a are 
obtained by combining the results of Lemmas 5.1, 5.3, and 5.4. Estimates con­
cerning cr(.9^~.91f) will be given in the next three sections. In Sect. 6 and Sect. 7 
we consider special cases, namely pure diffusion (Sect. 6) and pure convection 
(Sect. 7). In Sect. 8 we consider the general situation.



6. cr(<5? 1-5^): the special case of pure diffusion

In this section we analyze the case with e = oo (cf. (2.3)). So the parameters a 
and £ vanish and only the mesh size parameter h remains. Moreover, we have 
a symmetric operator Ah, corresponding to the standard 5-point stencil of the 
Laplacian, and thus a real spectrum.

In Lemma 6.1 below we derive expressions for ±  (cf. (5.11)) that are 
valid for the general case of convection-diffusion, i.e. e G (0, oo). We will use 
the following rescaled real eigenvalues (cf. (3.2)):

(6.1) X ^ : = X ^ / a h j  = 1 ,2 ,3 ,4  .

Lemma 6.1. For rf^ as in (5.11) the following holds (7 „M as in (5.10)):

(6.2a) + r(p = { dr + -  k m

(6.2b) = - i 7„M{ d ?  -  d"“ -  i (A ^  -  A"")}/(2a„ + 1) .

Proof. From (5.11) we have that

(6.3) \ (2 a h + 1 )(r(15* + r $ )  = 2ah {si + + jJcJ(c£ -  ^ )  + ^

+ (1 -  a)Vv + 571//a{(1 “  a )U ~ + a (l -  Vu)}

= "  K "  + 2a* {5 jc j(c j -  s b  + s l c f r l  -  si)}

+  ~  a ) 0  -  V v ) + a O ~  V u )} •

Straightforward computations show that

( i  -  a ) ( i  -  ^ j + a ( i  -  f}u) = \(^r -  f7)
and

2ah {s fc l(c l  ~  Si) + s l c l ^ l  -  jJ)} = | 7 ^m(A4M ~ A^ )  '

Using these two equalities and d ^  = X r  + in (6.3) yields the result in 
(6.2a). With respect to (6.2b) we note that

i(2a* + 1 )(T(r  -  r% ) = 2a h{sl -  jJ  + ^ ( c *  -  j J) -

+ | t 1/ m{ ( 1 -  < 0 0  -  V v ) “  <*0 ~  V u )}  ,

and that

(1 -  f l ) ( l  -  t/>M) ~  <*0 ~  V u) =  “  <F3M) i

2a h(sl -  s i  + s l c l f c l  -  si) -  s lc l ic l  -  s'-)) = ~ 7 7  ■ ' □



: For £ —► OO we have d ^  /  (2a h + 1) —► ^ D  A;D ( 2 a h + 1)
£■ l 0 we have dj 
6.1 results in

A A7  and for
1 /(2af, + 1) —> x7 /(2a/, + 1) —> 0. Using this in Lemma

Corollary 6.2. From Lemma 6.1 we derive the following results on e —> co and 
for e 1 0:

(6.4a) ton \ ( r ^  + r% )  = J (A ^  + \ l u , ( x 7  ~ x D )  =: D

(6.4b) ^hm, \ ( T(\) ~ t$ )  = -  X7 )  ='■ T™

(6.4c) Hm {(rtf + t% )  = 7 7  + 7 ^ 7  ~ </>D =■ r0+

(6.4d) hm \ ( r ^  -  r% )  = - \ l v » ( 7 7  ~ * 7 )  =■ XT ■

In the remainder of this section we consider cr(.9? '.5^') for the case e = oo. For 
convenience we rescale the eigenvalues d7  with a factor a 7 ]; then lim d7  =

2 e—+oc J
X. 7  holds (A ^ as in (6.1)). From Lemma 5.1, 5.3 we have that e 7  ((u, /i) f  
(0,0)) is an eigenvector of .5^ and of .9f with eigenvalue

(6.5a) H ( \ 7 , \ 7 7 x 7 7 x7 )  and

(6.5b) X 7  + 7 ^ 7  -  A D  + -  A D

respectively. Here D ,  are defined in (6.4a, b) and we recall that A
4U3 + j J), \ 7  = 4(c2 + jJ), AjM = 8 -  A,D A ^  = 8 -  A D

un- _
l -

Lemma 6.3. The Fourier mode (u, /i) f  (0,0), L an eigenvector of .5% 
with eigenvalue

(6.6) t f ( A D A D D W t f ( A D A D - t f ( A D A D )  ■

Proof. Substitution of (6.4a, b) in (6.5b) yields the following expression for the 
eigenvalue:

(6.7) D  + | ( D  + D D 7  -  A D X A 7  -  A D  -  -  A.7)2

= A7 + |A7(A7 -  A7) + hu, 13((A7 -  a d 2 -  (A7 -  A3D 2) •
Note (cf. (3.12a, b)) that

(6.8) H ( \ 7 , A7 ) = A7  + |A 7 (A 7  -  A ^ ) ,

and also / / (A D  x 7 )  = \ X7 X7> H (~x 7 i  X7 )  = 7X7 X7 -  Therefore

(6.9) ^((A 7  -  A 7 )2 -  (A 7 -  A D 2) + (H (X 7 ,  X7 )  -  H ( X 7 ,X 7 ) )

=  ± ( ( \ u»  +  J .  _  n , 11C„ ^  cm



Combination of (6.7), (6.8), (6.9) yields the result in (6.6). □

We see that the approximation of by .j/f corresponds, in terms of eigenval­
ues, to the approximation of the harmonic mean H ( A ^, A ^ , A^M) by the 
eigenvalue as in (6.6). Note the similarity between (6.6) and the expression for 
the harmonic mean in (3.12c). An alternative approach would be to approximate 

by the discretization of the differential operator on the coarse grid (=: Ah ). 
In the setting here this yields the standard 5-point star of the Laplace operator, 
with eigenvalues 2(sin2(^7r/z) + sin2(/u7r/z)) = 8(s^cl + 52c2).

Summarizing we have the following relevant eigenvalues, denoted by £"+(•):

(6.10a) £"% % ) = #  (AfM, A ^ , A"M)

(6.10b) A ^ , A^M) + A 7 , \ u/ )  -  H ( X \ \  A ^))

(6.10c) C fl(AH) = Z (s lc i+ s 1 -c l)  .

and we are interested in £Ufl( S and ^ M(.S^')/^M(AW) ((z/, /z) f  (0, 0)). 
The strengthened CBS inequality as in [11] yields the following:

(6.11) [1,2] .

Theorem 6.4. For (z/, |z) f  (0, 0) £V%5^')/£VM(.5*Q £ [1, | ]  holds.

Proof. We take ( u ,  /F) f  (0, 0) and introduce the notation 7 := 7„M = 2(52c2 + 
s l c l ) i  P  '■ = ^ { s l c l  + s2c2). Note that 0 < [3 <  7 < 1 holds. Also /i,y := 
/ / (A ^ , AjM) = \ X ^ X ^ .  A  straightforward calculation shows that /z]4 = 2(7 + 
/?), /z23 -  h \ 4  = 4(1 -  7) and /?i4/(/z23 + h \ 4 ) = +  l ) / ( P  + 0- Using the results
in (6.10a. b) and f3.12c'> we pet



r 'G s o / r 'o s j O  = t +((•’» & o  -

An elementary analysis shows that for 0 < /? <  7 < 1, 0 <f(rf,(3) < / ( 7 , 7 ) < 
I holds. □

With optimal damping we have that p(7 - u optA fl'j^ ') < |  and p(7 — u;0pt.^'_1^ )  
< 1  and these bounds are sharp for h J. 0. In Fig. 2 we show o{AH\9 f)  and 
o(S?~l.S%) for h = 1/32, i.e. NH = 16 and -1 5  < u, p < 16 ((zp p) f  (0,0)).

From the results above we conclude that is more favourable than
o{Af,x-9f) in two respects. Firstly, p(7 — ujopv9?~'1.9%) ~  1/7 is (significantly) 
smaller than p(7 -uZoptA^1.^ )  ^  1 /3 and secondly, we observe a clustering of the 
eigenvalues in cr(.9?~,.%) close to 1. This can be seen from Fig. 4, too. For the 
eigenvalues in Fig. 2 we have mean{cr(.S^ _ 1.5^)} = 1.07 and m&txt\[a{Af{'1 -9a)} = 
1.42.

7. cr(.5̂  the special case of pure convection

In this section we analyze the case with e = 0, h € (0, 1], a € (0, 1) (cf. (2.3)). 
We will prove a robustness result for with respect to variation in h
and a. Also, to give some further indication of the quality of .5  ̂ as a precondi­
tioner for .9f, we have computed a (.5̂ 7— 1. )  for h = 1 /32 and for several values 
f l€ (  0,1).

We start by noting that for e j. 0 we have From Lemma 5.1,
5.3 and Corollary 6.2 we see that e ((zq p) ^ (0,0)) is an eigenvector of .% 
and of .9f with eigenvalue

respectively. Here r f  and r0 are as in (6.4c, d).

Lemma 7.1. The Fourier mode e f^ , (zq p) ^ (0,0), L an eigenvector o f  ,9f 
with eigenvalue

Proof. Substitution of (6.4c, d) in (7.1b) yields the following expression for the

(7.1a) 77(tp/M, zp̂ M, (p^ , <P4M) and

(7.1b) + L -  * 7 )  + \ t0- ( v 7  -  v 7 )



v ?  + W 7  + b ^ 7  - <p7 W ? - v>7) - ~ 77?.
■

= 77 + {77(77 -  77) + b ^ W 7  ~ 77)2 -  (77 - v? ) 2) .
Note that (cf. (3.12a, b))

h (77, 77) = 77 + \77(77 - 77),

H(v7,v7) = 7777 , h^\777) = 7777 .

and

i ( ( ^ r  -  ^ d 2 -  ( ^ r  -  v ^ ) 2) + (*>r.  * 0  -  ^ r ,  7 7 ?

= \((77 + ^ D 2 -  (77 + ^ 3M)2) = 0 (use (3.3)) . □

Note the similarity between the expressions in (6.6) and in (7.2).
Below we compare £"% 9.'£) :=H(tp7, 77, <p̂‘̂ , 77) with

7 % ^ )  -.= H{v7V7) + h^H {v7^7) - h (7777)) •

We are interested in estimates for £y% S £ )/7 M(-^D that are uniform in h and a. 
Such estimates are given in Theorem 7.2 below, where (for ease) we consider 
the inverse eigenvalues £'/M(-S*()/£I/%5£).

Theorem 7.2. The following holds for (u, /i) f  (0, 0):

(7.3a) R e ( r % ^ ) / r % ^ 0 )  > 5

(7.3b) \ ^ ( ^ ) / 7 ^ A ) \  < 2 .

Proof. If we substitute H(</?7, c ^ )  ~ t 7 t7 ■ € {(2, 3), (1,4)}, in the
expression for £"% 5£) above, then we get

4<?"" := = i«i - v^r .
7=1

Note that <̂ >7 + </?7 = = 2, 7„M € [0,1]; using (3.7c) we see that

ReO?*"*) =  i R e { ( ( l  -

-K ^ 'V ? '1)’ 1)}

= iR e{l +(1 -  7 ^ ) 7 7 7 7 ( 7 7 7 7 7

7^7777 (77777 )

= i + i n  -  +1 m m)}

+ I 7^ R e { ^ ^ 7 ( l / ^ 7  + 1/ < M)} > i  . .
This proves (7.3a). We now consider (7.3b):



\q^\ = iKtf'vr +

h <p ? < p ?  +  ( i  -  -  ^ ^ 3 M) ) ( ^ ^ 3 M) _ 1 1
(7.4)

< i + -  <p7<p7\ I t f 'V IT 1
+i(i -  \7Vj \<p7 v7  - v7<p7\ \<p7<p7\-' .

Also we have

(7.5) = \v>7& -  <f d  -  s a * -  <̂rM)i 

= | 2 ( ^ - ^ ) ( l - I ( ^ + ^ ) ) l

= |4a(l -  a)(l -  ^„)(1 -  Vv)l = 4a(1 -  a ) .

For the denominators in (7.4) we use that

(7.6) |< ^ V 7 I  = | t f Ml 1 ^ 1  > Re(<FrM)R e (^ M)

= 4(a^“ + (1 -  a )s2)(ac2 + (1 -  a)c2)

> 4 a(1 -  a)(slc* + s*cl) = 2a(l -  d)^ViX , 

and

(7.7) |<F2M(F3M| >  Re(^2/X)Re((F3M) = 4(ac‘ + (l  -a ) s* ) (a s l+ (  1 -  a)c2)

> 4a( l  -  a ) ( c l c l  + 5252) = 4a( l  -  a)(l  -  5 7 ^ )  .

Using (7.5), (7.6) and (7.7) in (7.4) yields the result in (7.3b). □

From Theorem 7.2 it follows that cr(.5 '̂_ l.Ŝ ') lies in a bounded domain in the 
complex right half-plane away from the imaginary axis. Moreover, this domain 
is independent of the parameters h and a, i.e. we have a robustness result w.r.t. 
variation in h and a.
In Fig. 3 we show a(.9?~l.9X), in the complex plane, for h = 1/32 and for 
several values a e (0, 1); due to symmetry it is sufficient to consider a e  (0, 4], 
With respect to the results in Fig. 3 we remark the following. Because 
is real there is symmetry w.r.t. the real axis. For a = \  eigenvalues coincide due 
to symmetry. From the results in Fig. 3 it is clear that the estimate in (7.3a) is 
sharp.
We briefly comment on the two clusters of eigenvalues for a small (a -
10~3, 10~2). For a = 0 has kernel span{e^M | fi = 0}, and it is easy to
verify that for fi ^  0 we have ^ ( .S 'f )  = For a small the cluster of
eigenvalues with real part ~  1 (~ 2) corresponds to the eigenfunctions e ^
with fi ^  0 (fi = 0). As might be expected, the approximation of £"M(.5<0 by 
^ M(.5^) is worse for the eigenvalues which are perturbations (for a J, 0) of the 
zero eigenvalues of .S^|u=0.



Fig. 3. £ = 0. Top left: = 0.001, top right: a = 0.01; middle left: a = 0 .1 , middle
right: a = 0.2; bottom left: a = 0.3, bottom right: a = 0.5

Finally we note that in all cases in Fig. 3 we observe a clustering of eigen­
values in some (small) neighbourhood of 1 (as in Sect. 6). Further calculations 
show that for a = 0.3, 0.4. 0.5 about half of the eigenvalues lies in the domain 
[0.85,1.2] x [ — 0.2,0.2] with area 0.14, whereas the convex hull of cr(-9^~].5X) 
has an area ^ 1 .1 .

8. cr(.9^~l.%): the general case

In this section we analyze the general situation with Q/, e  (0, oo), h € (0,1], a € 
(0, 1). In principle we follow the approach as in Sects. 6, 7. However, the anal­
ysis is more technical because our estimates here have to be uniform in three 
parameters.



Also, to illustrate the dependence of cr(.5^ l.5%) on the convection/diffusion ra­
tio we have computed ,5%) for h = 1/32, a = 0.4 and for several values
ah € (0) oo).

From Lemma 5.1, 5.3 we see that , (o, g) f  (0,0), is an eigenvector of 
,%  and of .9% with eigenvalue

(8.1a) and

(8.1b) := d r  + + r (̂ ) « ^  -  < M) + ^  -  r ^ ) ( ^  -  ^ )

respectively. In (8.1b) we have ±  as in Lemma 6.1.
Based on the expressions for ±  we define the following:

(8.2) 9ur  := \ r r + .  j  = u  2, 3 , 4 .

Then we have

(8.3a) I ( r (̂  + rg*) = (< ^  + K m(<T  ~ ^ rM))/(2^  + D

(8.3b) ^(r^j1 -  r(2)) ~ ~ \ l v M r  -  53M)/(2a/, + 1) •

We use (8.2), (8.3a, b) to rewrite the expression in (8.1b). A straightforward 
calculation then yields the following expression for £"M(.1A():

(8.4a) r M(-^) = 7, + 72 + 73 , with

(8.4b) 7, = H ( g r , g r ) +  h ^ H ( g r , 97 )  ~  #  ( t f ^ D )

(8.4c) 72 = + 1(1 -  -  A ^ ) ^ / ( 2 a „  + 1)

(8.4d) 73 = + 1)(A7 -  A ^)

- i ( A 7 - A ^ ) ( ^ - ^ ) } / ( 2 a ;, +  l ) .

The term T\ is of the same form as in Lemma 6.3 and in Lemma 7.1. For a h [ 0 
the term 7, is 0(1) whereas 72, 73 are 0 (q ;,). In the Lemmas 8.2, 8.3, 8.4 below 
we will prove that for (u, ty) f  (0, 0) we have Re(7y /£,û (/Sa)) > 0, j  = 2, 3, and 
R&(T\/^^(.9a)) > | .  Therefore we state the following

Theorem 8.1. For (o,q) f  (0,0) the following holds:

(8.5) R e K ^ O S S )/? " "^ ))  > |  .

Proof. Direct consequence of (8.4a) and Lemma 8.2, 8.3, 8.4. □

Lemma 8.2. With 72 as in (8.4c) we have the inequality

(8.6) R em /^O SjO ) > 0 for  (i/, n) f  (0,0) .



Proof. First notice that R e(l/ d ^ )  > 0 and therefore R e (l/^ t/M(.5^)) >  0. Also1 
we have A^M >  0, (A^M -  A^M) > 0 ,  (1 -  > 0. From this we see that for
proving the result in (8.6) it is sufficient to prove that

(8.7) R e i g ^ d j 1") > 0fo r; = 1 ,2 ,3 ,4  .

The inequality in (8.7) follows from

R e ( ^ ; M) = R e((iA ^  + ^ ) ( A 7 + ^ ) )
>  R > 0 (cf.(3.7a)) . □

Lemma 8.3. With 73 as in (8.4d) we have the inequality’

(8.8) Re(73/ r M( ^ ) )  >  0 for (u: p) f  (0 , 0) .

Proof. We begin with rewriting 73 as 73 = ^7,,M(73(1) + 732)) /(2 a , + 1),

73(,) := 2 a ,(A ^  -  A ^ ) -  I (A ^  -  A3M)2

7 f  :=  ( A ^  -  A ^ )  -  -  AjMX rfM -  7 3M) •

Because R e (l/^ t/#i(.5 '̂)) >  0 holds it is sufficient to prove

(8.9a) y(l) 1 3 > 0

(8.9b) Re I r (2) 

l 3
>  0  .

M

Using the definition of A^M and introducing p := c2 — <7 := c2 — s 2 (/?, g 6
[0. 1]) we get:

73(1) = 8a 2(p + <7) -  4aj(p  -  ^)2

> 4a;;{2(p + q) -  (p + q)2} = 4a~h(p + q)(2 -  (j> + q)) > 0 .

So (8.9a) holds. For 732) we have

r<2) -
7 3 = 4a* (p + <7) -  2a ,(p -  q ) { p -  p ^ )

= 2ahp(2 -  (t/?2M -  7 3M)) + 2.ahq{2 -  (<p3M -  </?2M))

= 4a,(/?</?3M + (use 72M + P T  -  2) •
So for (8.9b) to hold it is sufficient to prove

(8.10) R e ^ ^ l / ^ j j > 0  fo r; = 2 , 3 .

For k € {1,2,3,4} we have

R e ^ A O  = j < " | - 2Re(vp;'‘( A ^ + ^ ' ‘))

>  |rf('‘ | - 2Re(ip,‘' ' ' ^ ' 4) > 0 (use (3.7a)) .



■*'-

From this it follows that the estimate in (8.10) holds. □

Lemma 8.4. With T\ as in (8.4b) we have the inequality>

(8.11) R e (r ,/e " ( .% ))  >  j  M  (y,n) f  (0,0) .

Proof. First note that H = (2o.,, +1 for <j,k) e  {(2,3), (1,4)}
and thus

Ti = (d  -  + 1) •

Using \ / d ^  + \ / d ^  = 2(4ah + 1 ) ( d ^ d ^ ) ~ \  (j ,k )  € {(2,3),(1,4)} we get

T' ! ^  " i 5^71  {(1 -  

(  qT qT

I'll I'll I'Ll I'LL
9\ 9a V V

, a 4 u 2 a 2
ULL I'LL

92 93
+r/^  \ d^ d^ +

So for (8.11) to hold it is sufficient to prove

(8.12a) Re 9j 9k
d ^ d ^

> for ( j ,k )  e  {(2,3), (1,4)} , and

V l̂ Ufl \  /  I ' l l  l/^l
(8.12b) R e ( 4 k % 7 i ] > 0 ,  Re ( I > 0 .

d ^ d j I ~

We first consider (8.12a). Take (j ,k)  € {(2, 3), (1,4)} and note that g = ^(d‘/^+ 
ip1'**) and thus

Re (  ^ =  qR e
i d ^ + i p j ^ d r + v r )

d ^ d ^

(8.13) = J i a e ( W )  + R e ( W )

+Re
I'll Ull

Vj <Pk
d ^ d ^

Now use that for i € {1,2, 3,4}

R e o ^ A o =wr\~2 + ^D ) > \dr\-2\<pr\2 > o

and

-  A ^ A ^ R e f ^ V r )  + > T  W "  l2R e(< " ) 

+A r i < ' ‘ i2R e ( ^ r ) + k n v n 2 >  o ^  (3.7b».
The latter two inequalities and (8.13) together imply the result in (8.12a).

We now consider the first inequality in (8.12b). The second result in (8.12b) 
can be proved similarly.



(8.14) Re ( f £ C )  = $(4o» + l ) ' 1

")} •

Note that for j  € {2, 3} we have

Re(<?r < ? r^ T ) = Re« K M + A r + ¥ > r x * r + c »

= iA ^ A ^ A ^  + i A ^ A ^ R e ( ^ )  + l A ^ A j ^ R e ^ )  

^ A ^ A ^ R e ^ )  + i A ^ R e ( ^ ^ )  + ^ A ^ R e ( ^ ^ )  

+A; R e ( ^ r ^ r )  + R e ( ^ ^ 7 )  ,

and all the terms in the right hand side are positive due to A ^  > 0 and the results 
of Lemma 3.1. Using this in (8.14) we see that the first inequality in (8.12b) is 
valid. □

The results in Lemma 8.2, 8.3, 8.4 imply Theorem 8.1 and thus we have proved 
that lies in the half plane {z G C | Re(z) > |} .  In Theorem 8.6
below we prove that cr(.5%~].5%) is bounded uniform in h ,a ,e .

Lemma 8.5. For (is, fi) f  (0, 0) the following inequality' holds:

(8.15) \ ^ % 9 X ) / d ^ \  < 4  .

Proof We rewrite (8.1b) as follows

So

r M(-̂ ) = dr+ \r^{(d ^+d^)~(dr+d^)} 
+ \ r ^ { ( d r + d ^ ) - ( d r + d ^ ) }

= d r  + f \ )  i 2Qh(cl -  s i)+  a( 1 -  V'l/)} 

+ r(2) { 2a h ( c l  - $ * )  +  (! - f l ) ( l  - W n ) }  ■

(8.16) H < 1 + \T(]) /d) \(2a'i + a ) + rig) ld\ K2a i’ + 1 - a )

We first consider the term | / d r \ ■ With A^M := 4af,(sl + s ^ i c l  — si)) < Â  
we get (cf. (5.1 la) for r ^ )

(i) /

<

a r + + (i -  a ) i u r x -  
x r +r r

\ % r + m  (i -  a)7i/M

( 2 a ;, +  1)-

(2a/,+  1 )-1|A- + ̂ r  R e « M)

< (1 + (1 -  a )7^ / R e « M))(2a/, + l ) ' 1 

A similar computation for yields



Fig. 4. cr(.^ a = 0.4. Top left: at, = 0.01, top right: a>, = 0 .1; bottom left: a/, = 1, bottom
right: a/, =1o

T X / d ^ \  <  (1 + a 7^ / R e « M))(2a/l + 1)'' ( 2)

Using these estimates in (8.16) results in

< i + i + (1 -  a ) lu u \  2a,, +a
Re(r/, ) )  2ah + 1

+ 1 +
a lu,i

R

(8.17)

Now note that

4 a h + 1 
1 + --------- +

2a,, + 1 — a 
2a h + 1

2 (a,, +a(\  -  a)yyUfi
2a,, + 1 2a/, + 1 Re(<7, )

(arA+ a ( l  -  a))'yUfJL =  2ah( s l c l + s l c l )  +  a(]  -  a)(2sjcj+  2jJc5)

< 4a/, (s; + j J) + 2asJ + 2(1 -  a ) ^  = Re(d,"M) .

Using this in (8.17) we get

\c%5%)/dr\ < i +
4a/, + 1 6 ah +4
2a/, + 1 2 a,, + 1 2a/, + 1

Theorem 8.6. For f  (0,0) the following estimate holds:

(8.18) r " ( .» ) /C ''( .S S ') | < 2(1 + V 2 (2 + \/2 )) .



Fig. 5. cr(AH a = 0.4

Proof. The result in (8.18) is a consequence of Lemma 3.2 and Lemma 8.5:
4

j =1

< j i e n s j D K ' i a  + X )  K 7 < " l )
j=  2

< ±4(1 + 2 ^2 (2  + \/2) + 1) = 2(1 + \/2 (2  + v^)) . □

From Theorem 8.1 and Theorem 8.6 it follows that cr(.5 '̂_1.5 '̂) lies in a bounded 
domain in the complex right half-plane away from the imaginary axis. Moreover 
this domain is independent of the parameters E,h,a, i.e. we have a robustness 
result w.r.t. variation in e,h  and a.
In Fig. 4 we show ■%), in the complex plane, for h = 1/32, a -  0.4
and for several values of a/, (= e/h). In Fig. 5 we give analogous results for 
<704^’.5^) (A h \ standard coarse grid discretization).

In Fig. 4 we see that the convex hull of cr(.S '̂_1.5^) shrinks if a/, increases (i.e. 
more diffusion). Also, as in Sects. 6, 7 we observe a clustering of eigenvalues 
in a small neighbourhood of 1.
Comparison of Fig. 4 and Fig. 5 shows that for a* =0 . 1  and a/, = 1 the 
preconditioner is better than the preconditioner Ah -

9. Numerical experiments

The analysis in Sects. 5-8 only applies to the model problem (1.1a, b) and yields 
a robustness result for the two-grid method. In this section we test the robustness 
of the multi grid IT-cycle applied to discrete versions of problems as in- (1.1a), 
i.e. we allow Dirichlet boundary conditions and varying coefficients.
We consider the following class of convection-diffusion problems:



f —eAu +a(x,y)ux +b(x,y)uy - f  in O = (0,1) x (0,1)
\  u = g on dO .

We use a standard discretization as in Sect. 2. The finest mesh always has h = 
1/128, the coarsest mesh size is h = 1/4. For the multigrid method we use the 
approach as discussed in Sect. 4. Prolongations (p) and coarse- grid operators 
(j/f) are computed in a preprocessing phase (cf. Remark 4.2). A two-grid iteration 
on Oh for solving Ax>, = bh consists of the following steps (we use the notation 
Oh := O h \ O n ):

1- d\n< = (Ax/, — bh)\n<j'. compute defect on Och .

2. *h ■= J?M(A n;0;djfic): apply g  iterations 

of a basic iterative method for solving

A u z = d\nc with starting vector 0 .

3. xh := xh - *h
0

: add correction on Och .

4. d\nH := (Axh -  bh)\nH: compute defect on Oh .

5. solve -9;xvh = d ^ H: coarse grid problem .

6. X/, := X), — uph^uVH'- add coarse grid correction .

Note that step 1, 2, 3 correspond to /  — P\ in (4.6) and 4, 5, 6 correspond to 
/ — piSr^A in (4.6), with S = We use u  for convergence acceleration.
With respect to the choice of ^  in step 2 we note that in general the matrix An 
has a condition number 0 ( 1) and thus, in principle, any basic iterative method 
will work. However, if we have strong alignment (e.g. p  = 0 in Experiment 1 
below) then cond(An) deteriorates. So, to get a robust method we take a line 
Jacobi method in which one iteration consists of a sweep over the “odd” hori­
zontal lines followed by a sweep over the “odd” vertical lines (these odd lines 
together form the pattern of J7/,\J7//).
As in the standard approach, we use a recursive call in step 5 to obtain a multi­
grid method. Below, we use the W-cycle and we take g = 2 in step 2. Based on 
Figs. 2, 3, 4 we take cu = 1 on coarse grids and u  = 0.7 on the finest grid. In our 
experiments we always take the data such that the exact solution is equal to zero 
and we take an arbitrary starting vector. As a measure for the error reduction we 
computed r := (11 ̂ 20112 / 11 112)1 , with ek the error in the k -th iteration.

Experiment 1 (standard test problem as in [16]). We take a(x ,y )  = cos ip, b(x,y)  = 
sin <p. In Table 1 the resulting r are given for different values of <p and e.

Experiment 2 (rotating flow). We define I?R := {(;c,y) | (x -  ;j)2 + 0 ’ -  })2 <  ^} .



a(x,y ) = sin(7r(}' — | ) ) cos(7t(a: -  j)) if (*,)’) € f t r , and zero otherwise ;

b(x,y ) = -  cos(7r()’ -  T))sin(7r(j: -  |) )  if (x . y ) € J?r , and zero otherwise . 

The results are given in Table 2.

Experiment3 (as in [20]). We take a( x ,y ) = ( 2 j - l ) ( l  - x 2), b(x,y) =  2 x y ( y - 1). 
The results are given in Table 3. In Table 3 we also show results for the two-grid 
method (TG).

Table 1 Table 2 Table 3

£ if 0 7r/8 2 t t / 8 3tt/8
10u 0.24 0.24 0.24 0.24

10"2 0.24 0.24 0.24 0.24
10“ 4 0.27 0.30 0.29 0.30
10“ 6 0.30 0.31 0.30 0.31

e TG W -cycle
10u 0.23 0.24

10~2 0.22 0.24
10~4 0.30 0.30
10~6 0.34 0.34

£ r
10° 0.25

10-2 0.24
1 0 -4 0.30
10-6 0.31

These results show the robustness of our method with respect to both the con- 
vection/diffusion ratio and the flow direction.
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