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In this paper we analyze convergence of basic iterative Jacobi and Gauss-Seidel type of methods for solving
linear systems which result from finite element or finite volume discretization of convection-diffusion equations
on unstructured meshes. In general the resulting stiffnessmatrices are neither M-matrices nor satisfy a diagonal
dominance criterion. We introduce two new matrix classes and analyze the convergence of the Jacobi and Gauss-
Seidel methods for matrices from these classes. A new convergence result for the Jacobi method is proved and
negative results for the Gauss-Seidel method are obtained.For a few well-known discretization methods it is
shown that the resulting stiffness matrices fall into the new matrix classes.
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1. Introduction

In this paper we study the convergence of basic iterative Jacobi and Gauss-Seidel type of
methods for solving large sparse linear systems. This is a classical topic which is treated
already in detail in [22,23]. More recent references concerning this subject are [1,13,18].
In these references one can find convergence analyses of Jacobi and Gauss-Seidel type
of methods applied to matrices from certain standard classes. The main classes for which
convergence results are known are: symmetric positive definite (spd) matrices, M-matrices,
matrices with a diagonal dominance property, and positive definite matrices (i.e. matricesA
with A + AT spd). A rather complete overview of the main known convergence results is
given in [13].
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In this paper we focus on linear systems resulting from discretization of a scalar con-
vection-diffusion problem. If for the discretization one applies the usualfinite difference
techniques, then in many cases the resulting matrix is an M-matrix or satisfies a diagonal
dominance criterion. In these cases known convergence analyses apply. However, if higher
order finite difference methods are applied, then in generalthe resulting matrix is not an
M-matrix and convergence results for Jacobi or Gauss-Seidel type of methods are known
only in special cases (see [20], for example). If one usesfinite element(FE) orfinite volume
(FV) techniques onunstructured meshes, then in general the resulting stiffness matrix does
also not fall into one of the above-mentioned standard matrix classes. If the stiffness matrix
resulting from FE or FV discretization on an unstructured mesh lies in one of the standard
classes, then often rather special assumptions are used, for example the assumption that the
underlying triangulation is of weakly acute type (which in practice is usually not the case).

If one compares the algebraic properties (with respect to e.g. diagonal dominance, sym-
metry, sign properties) of the stiffness matrices resulting from standard FE or FV dis-
cretization methods for convection-diffusion problems with the assumptions that are used
in the known convergence analyses for basic iterative methods, it follows that often these
do not match. Hence there are still many open problems related to the convergence of Ja-
cobi and Gauss-Seidel type of iterative methods applied to these stiffness matrices. As a
concrete example, consider the upwind triangle finite element method of Tabata (explained
in Section 4.3.) applied to a model convection-diffusion problem. On an unstructured mesh
(not necessarily of weakly acute type) the stiffness matrixresulting from this method is in
general neither positive definite nor weakly diagonally dominant nor an M-matrix.

Motivated by algebraic properties of stiffness matrices resulting from standard FE or
FV discretization methods we will introduce two nonstandard matrix classes. The first,
seemingly natural, class consists of all matrices which canbe represented as a sum of an
spd matrix and an M-matrix:

SPD.M := {A ∈ IRn×n | A = Ad + Ac with Ad spd andAc an M-matrix} .

Under reasonable assumptions it follows that the stiffnessmatrix resulting from the Tabata
FE method is an element of this matrix class. As far as we know,the convergence of
Jacobi and Gauss-Seidel type of methods has not yet been analyzed for the matrix class
SPD.M . Hence the question arises whether one can prove convergence of Jacobi and
Gauss-Seidel type of methods for all matrices in the classSPD.M . In this paper this
question is answered. As a second nonstandard matrix class we consider

SPD.M0 := {A ∈ IRn×n | A = Ad + Ac with Ad spd andAc ∈ PD ∩ Z } ,

whereZ := {A ∈ IRn×n | aij ≤ 0 for all i 6= j } and wherePD denotes the class of
positive definite matrices. We will study convergence of Jacobi and Gauss-Seidel type of
methods for matrices from this class.

In Section 2. we discuss relations between the different matrix classes that are considered
in this paper (M-matrices,SPD.M , SPD.M0, PD).

In Section 3. we consider the matrix classesSPD.M , SPD.M0 andPD and derive
convergence properties of Jacobi and Gauss-Seidel type of methods when applied to ma-
trices from these classes. It will be shown that both for the Jacobi and Gauss-Seidel method
there are matrices inSPD.M for which the method (even with optimal damping) is not
convergent. Hence the favourable properties w.r.t. convergence of the damped Jacobi and
Gauss-Seidel methods which hold in the class of spd matricesand in the class of M-
matrices are lost in the classSPD.M . For matrices from the classSPD.M0 we will prove
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a new contraction result for the damped Jacobi method and compare this result with a re-
sult from the literature concerning convergence of the damped Jacobi method for positive
definite matrices. For positive definite matrices we introduce and analyze a hybrid method
(which has features both from the Jacobi and Gauss-Seidel method) in which downwind
numbering techniques on unstructured meshes (cf. [7,14]) play a role.

In Section 4. we consider a few known FE and FV discretizationmethods for convection-
diffusion problems. We analyze the resulting stiffness matrix w.r.t. algebraic properties and
show in which of the classes considered in Section 2. and 3. this matrix lies.

In our opinion there are still many open problems in this fieldof convergence of basic it-
erative methods applied to discretized convection-diffusionequations. We briefly comment
on this in Section 5..

2. Classes of matrices

We introduce the following notation for a few well-known classes of matrices:

Z := { A ∈ IRn×n | aij ≤ 0 for all i 6= j } , (Z-matrix) (2.1)

SPD := { A ∈ IRn×n | A = AT > 0 } , (symmetric positive definite) (2.2)

PD := { A ∈ IRn×n | A + AT > 0 } , (positive definite) (2.3)

M := { A ∈ IRn×n | A ∈ Z and Re(λ) > 0 for all λ ∈ σ(A) } . (M-matrix) (2.4)

In (2.4) one of the many characterizations of M-matrices is used (cf. [5]). We will also use
the matrix class

M0 := PD ∩ Z . (2.5)

Note that
M0 ⊂ M (2.6)

holds. The discretization of convection-diffusion problems often results in matrices of the
form

A = Ad + Ac , (2.7)

whereAd ∈ SPD represents the discrete diffusion term andAc results from a ’stable’
discretization of the convection term (cf. Section 4.). Based on this we introduce two more
classes of matrices:

SPD.M := { A ∈ IRn×n | A = Ad + Ac with Ad ∈ SPD, Ac ∈ M } , (2.8)

SPD.M0 := { A ∈ IRn×n | A = Ad + Ac with Ad ∈ SPD, Ac ∈ M0 } . (2.9)

Remark 2.1. For the matrix classesSPD.M andSPD.M0 thestrict inequalities in (2.3)
and (2.4) are not essential. The matrix classes in (2.8), (2.9) can also be characterized by

SPD.M = {A=Ad+Ac ∈ IRn×n |Ad ∈ SPD, Ac ∈ Z and Re(λ) ≥ 0, λ ∈ σ(Ac)},

SPD.M0 = {A=Ad+Ac ∈ IRn×n |Ad ∈ SPD, Ac ∈ Z andAc + AT
c ≥ 0 }.
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Lemma 2.1. The following relations hold:

M0 ⊂ M ⊂ Z
∩ ∩

SPD.M0 ⊂ SPD.M
∩

PD

(2.10)

In this diagram all inclusions are strict.

Proof The resultsM0 ⊂ M ⊂ Z follow from (2.6) and from the definition ofM in (2.4).
M0 6= M follows from the example

A =

(

1 −3
0 1

)

.

For A ∈ M0 the splittingA = ε I + (A − ε I) =: Ad + Ac, with ε > 0 sufficiently
small, shows thatM0 ⊂ SPD.M0 holds. The same argument yieldsM ⊂ SPD.M .
M0 6= SPD.M0 andM 6= SPD.M can be seen from the example

A =

(

3 2
2 3

)

+

(

2 0
−1 2

)

.

ForA = Ac + Ad ∈ SPD.M0 we have

A + AT = 2 Ad + Ac + AT
c > 0 ,

sinceAd = AT
d > 0 andAc + AT

c > 0. This provesSPD.M0 ⊂ PD. Finally, consider

A =

(

2 0
3 2

)

∈ PD

and assume a splitting

A =

(

β1 α
α β2

)

+ Ac =: As + Ac ,

with As ∈ SPD, Ac ∈ M0. The off-diagonal entries ofAc are nonpositive and the diag-
onal entries are strictly positive, and thus0 < β1, β2 < 2, α ≥ 3 must hold. This implies
thatdet As = β1 β2 − α2, which equals the product of the eigenvalues ofAs, is negative.
Hence we have a contradiction andPD 6= SPD.M0 holds.

For the class of M-matrices the theory of regular splittings(cf. [13,22]) yields that both
the Jacobi and the Gauss-Seidel method are convergent iterations:

̺(MJ) < 1 , ̺(MGS) < 1 , (2.11)

whereMJ andMGS are the iteration matrices of the Jacobi and Gauss-Seidel method, re-
spectively. In the case of finite difference discretizations of convection-diffusion problems
often the resulting matrix is an M-matrix and the results in (2.11) apply. In case of finite
element and finite volume discretizations on irregular grids, however, usually the sign of
off-diagonal entries varies and the resulting matrix is notan M-matrix in general. In Sec-
tion 4. it is shown that often these matrices are elements of the classesSPD.M0, SPD.M ,
or PD. Here we briefly discuss a typical example:
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Example 2.1. We consider an elliptic boundary value problem of the form

−ε ∆u + ∇ · (b u) = f in Ω ⊂ IRn, (2.12)

u = 0 on∂Ω, (2.13)

with a constantε > 0 and a functionb which is sufficiently smooth. We use a finite ele-
ment or finite volume discretization with piecewise linear ansatz functions on a consistent
triangulation ofΩ. In Section 4. it is shown that under certain reasonable conditions on the
functionb the following holds:

(a) the upwind triangle finite element method of Tabata yields a matrix
A = Ad + Ac ∈ SPD.M .

(b) the finite volume schemes of Bank et al. [2] and Bey [6] yield a matrix
A = Ad + Ac ∈ SPD.M . If ∇ · b = 0 then evenA ∈ SPD.M0 holds.

(c) the streamline diffusion method yields a matrixA ∈ PD.

We note that in all these cases, in general the resulting matrix is not an M-matrix. This
M-matrix property can be proved for the cases (a), (b) if one assumes that the triangulation
is of weakly acute type(cf. Section 4.). This assumption, however, is usually not fulfilled
in practice.

3. Convergence of Jacobi and Gauss-Seidel type of methods

In the subsections below we consider the matrix classesSPD.M0, SPD.M , andPD
(cf. diagram (2.10)) and derive convergence properties of Jacobi and Gauss-Seidel type of
methods when applied to matrices from these classes.

3.1. Convergence analysis in the matrix classSPD.M0

We consider
A = Ad + Ac

with Ad ∈ SPD andAc ∈ M0 = PD ∩ Z. We use the notation

Dd := diag(Ad), Dc := diag(Ac), DA := diag(A) = Dd + Dc .

In the first part of this section we analyze the convergence ofthe damped Jacobi method.
We will prove a contraction result with respect to the Euclidean norm (Theorem 3.1.). In
the analysis we use the numerical radius (cf. [15])

r(B) := sup { |x∗Bx | ; x ∈ Cn, ‖ x ‖
2

= 1 }

for a matrixB ∈ IRn×n.
We collect a few results concerning the numerical radius from the literature (cf. [10,15]):

r(B + C) ≤ r(B) + r(C) (B, C ∈ IRn×n) (3.1)

r(αB) = |α | r(B) (α ∈ C) (3.2)

r(B) = ̺(B) if B is normal (3.3)

̺(B) ≤ r(B) (3.4)



6 Jürgen Bey and Arnold Reusken

1

2
‖ B ‖

2
≤ r(B) ≤ ‖ B ‖

2
(3.5)

r(Bk) ≤ r(B)k (k ∈ IN) (3.6)

r(B) = ̺(1

2
(B + BT )) if B ≥ 0 elementwise (3.7)

Furthermore we use the following convergence result for thedamped Jacobi method ap-
plied to the matrixAd ∈ SPD (cf. [13]):

̺(I − θ D−1

d Ad) < 1 for all θ ∈
(

0,
2

̺(D−1

d Ad)

)

. (3.8)

Applying this result to the matrix1
2

(Ac + AT
c ) ∈ SPD yields

̺
(

I − θ
2

D−1
c (Ac + AT

c )
)

< 1 for all θ ∈
(

0,
4

̺(D−1
c (Ac + AT

c ))

)

. (3.9)

Lemma 3.1. LetΛ ≥ λ > 0 be such that

λ I ≤ D−1

d Dc ≤ Λ I . (3.10)

We define

k1 :=
1

λ + 1
, k2 :=

Λ

Λ + 1
,

and

θd :=
2

̺(D−1

d Ad)
, θc := min

{

1,
4

̺(D−1
c (Ac + AT

c ))

}

. (3.11)

Then
r(I − θ D

−1/2

A AD
−1/2

A ) < 1 for all θ ∈ ( 0, θA ), (3.12)

where

θA =
θd θc

k1 θc + k2 θd
. (3.13)

Proof Note thatDd > 0 and, due toAc + AT
c ∈ SPD, alsoDc > 0. Forα ∈ ( 0, 1 ) and

θ ∈ ( 0, θA ) we have

r(I − θ D
−1/2

A AD
−1/2

A ) = r
(

α I + (1 − α) I − θ D
−1/2

A (Ad + Ac)D
−1/2

A

)

≤ α r
(

I −
θ

α
D

−1/2

A AdD
−1/2

A

)

+ (1 − α) r
(

I −
θ

1 − α
D

−1/2

A AcD
−1/2

A

)

. (3.14)

We use the notatioñD := k1 (I + D−1

d Dc), D̂ := k2 (I + D−1
c Dd) and note that

I ≤ D̃ , I ≤ D̂ (3.15)

holds. We first consider the termr(I − θ
α D

−1/2

A AdD
−1/2

A ) in (3.14). For the symmetric

positive definite matrixD−1/2

A AdD
−1/2

A we obtain (cf. (3.15))

D
−1/2

A AdD
−1/2

A = (Dd + Dc)
−1/2Ad(Dd + Dc)

−1/2

= k1 D̃−1/2D
−1/2

d AdD
−1/2

d D̃−1/2 ≤ k1 D
−1/2

d AdD
−1/2

d .
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Hence,σ(D
−1/2

A AdD
−1/2

A ), the spectrum of the matrixD−1/2

A AdD
−1/2

A , is contained in
the interval( 0, 2 k1/θd ). It follows that with

α :=
k1 θc

k1 θc + k2 θd
(3.16)

we have

σ
( θ

α
D

−1/2

A AdD
−1/2

A

)

⊂
(

0,
θA

α
·
2 k1

θd

)

= ( 0, 2 )

and thus

r
(

I −
θ

α
D

−1/2

A AdD
−1/2

A

)

= ̺
(

I −
θ

α
D

−1/2

A AdD
−1/2

A

)

< 1 . (3.17)

We now consider the termr
(

I − θ
1−αD

−1/2

A AcD
−1/2

A

)

with α as in (3.16). First note

that due toAc ∈ Z andDA > 0 we haveD
−1/2

A AcD
−1/2

A ∈ Z. For the diagonal of

D
−1/2

A AcD
−1/2

A we obtain

diag(D
−1/2

A AcD
−1/2

A ) = D−1
A Dc = (Dd + Dc)

−1Dc = k2 D̂−1

and thus (cf. (3.15))

diag
(

I −
θ

1 − α
D

−1/2

A AcD
−1/2

A

)

= diag
(

I −
θ k2

1 − α
D̂−1

)

≥
(

1 −
θ k2

1 − α

)

I ≥
(

1 −
θA k2

1 − α

)

I

= (1 − θc) I ≥ 0 .

We conclude thatI − θ
1−αD

−1/2

A AcD
−1/2

A ≥ 0 elementwise and thus (cf. (3.7))

r
(

I −
θ

1 − α
D

−1/2

A AcD
−1/2

A

)

= ̺
(

I −
1

2

θ

1 − α
D

−1/2

A (Ac + AT
c )D

−1/2

A

)

. (3.18)

The term on the right hand side in (3.18) can be treated along the same lines as the diffusion
term above. For the symmetric positive definite matrixD

−1/2

A (Ac + AT
c )D

−1/2

A we obtain

D
−1/2

A (Ac + AT
c )D

−1/2

A = k2 D̂−1/2D−1/2
c (Ac + AT

c )D−1/2
c D̂−1/2

≤ k2 D−1/2
c (Ac + AT

c )D−1/2
c .

and hence

σ
( θ

2 (1 − α)
D

−1/2

A (Ac + AT
c )D

−1/2

A

)

⊂
(

0,
θA

2 (1 − α)
· k2 ̺(D−1

c (Ac + AT
c ))

)

⊂
(

0,
θA

1 − α
·
2 k2

θc

)

= ( 0, 2 ) .

It follows that

r
(

I −
θ

1 − α
D

−1/2

A AcD
−1/2

A

)

< 1 (3.19)

holds. Combination of the results (3.14), (3.17), (3.19) completes the proof.
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Remark 3.1. We briefly comment on the maximal damping parameterθA = θd θc

k1 θc+k2 θd

in Lemma 3.1.. The scalarsk1, k2 can be interpreted as a measure for the convection-
diffusion ratio. If, for example,Dd = αd I, Dc = αc I, then

λ = Λ =
αc

αd
, k1 =

αd

αc + αd
, k2 = 1 − k1 ,

and

θA =
(

k1

1

θd
+ (1 − k1)

1

θc

)−1

,

i.e. θA is a weighted harmonic average ofθd andθc. In this case, ifαc/αd << 1 then
k1 ≈ 1 andθA ≈ θd, and ifαc/αd >> 1 thenk2 ≈ 1 andθA ≈ θc.

In the general case we havek1 + k2 ∈ [ 1, 2 ) and thus

1

2
min { θd, θc } ≤ θA ≤ max { θd, θc } . (3.20)

In our applications we often haveθd ≈ θc ≈ 1, in which case the damping parameterθA

is also of order 1 (cf. Example 3.4.).

Using Lemma 3.1. we obtain a convergence result for the damped Jacobi method:

Theorem 3.1. For θ ∈ ( 0, θA ), with θA as in (3.13), define

Cθ := r(I − θ D
−1/2

A AD
−1/2

A ) < 1 .

Then the estimate

‖ (I − θ D−1
A A)k ‖

2
≤ 2

√

κ(DA) Ck
θ , k ∈ IN , (3.21)

holds, whereκ(DA) denotes the condition number ofDA with respect to the Euclidean
norm.

Proof

‖ (I − θ D−1
A A)k ‖

2
= ‖ D

−1/2

A (I − θ D
−1/2

A AD
−1/2

A )kD
1/2

A ‖
2

≤
√

κ(DA) ‖ (I − θ D
−1/2

A AD
−1/2

A )k ‖
2

≤ 2
√

κ(DA) r
(

(I − θ D
−1/2

A AD
−1/2

A )k
)

(cf. (3.5))

≤ 2
√

κ(DA)
(

r(I − θ D
−1/2

A AD
−1/2

A )
)k

. (cf. (3.6))

If in our applications we restrict ourselves to boundary value problems with smoothly
varying coefficients, then the term

√

κ(DA) is usually harmless. Theorem 3.1. then yields
a contraction in the Euclidean norm for the damped Jacobi method. Note that for many
strongly nonsymmetric problems such a contraction result is very different from the asymp-
totic convergence result in (2.11).
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Remark 3.2. In Theorem 3.1. convergence of the damped Jacobi method is proved for
Ac ∈ M0. In practice the conditionAc +AT

c > 0 is often too restrictive, for example if the
domain under consideration contains regions where the convection term vanishes. If we
allow λ = 0 in (3.10) and ifD−1

c is replaced by the pseudo-inverseD+
c of Dc in (3.11),

then Theorem 3.1. still holds for matricesAc ∈ Z satisfyingAc + AT
c ≥ 0. This can be

shown by a simple perturbation argument. In Section 4.4. it is shown that for problems in
which the convection fieldb is incompressible, i.e.∇ · b = 0, the finite volume schemes of
Bank et al. [2] and Bey [6] yield matricesA = Ad + Ac satisfyingAd ∈ SPD, Ac ∈ Z,
andAc + AT

c ≥ 0.

We now consider the damped Gauss-Seidel method for an arbitrary matrixA = Ad+Ac

in SPD.M0. The example below shows that, even with optimal damping, the Gauss-Seidel
method is not convergent for allA ∈ SPD.M0. For the formulation of the Gauss-Seidel
method we use a splitting

A = LA + DA + UA ,

with LA strictly lower triangular,UA strictly upper triangular, andDA = diag(A).

Example 3.1. Define1l := (1, 1, 1, 1, 1)T and, withI the identity matrix inIR5×5 and
ε > 0 :

Ad := 1l1lT + ε I ∈ SPD .

Forδ > 0 we define

Ac := δ













1 0 0 0 0
−1 1 0 0 0

0 −1 1 0 0
0 0 −1 1 0
0 0 0 −1 1













∈ M0

andA = Aε,δ by A := Ad + Ac ∈ SPD.M0. Then for allδ0 > 0 sufficiently small there
existsε0 = ε0(δ) > 0 such that for allε ∈ ( 0, ε0 ] :

̺
(

I − θ (LA + DA)−1A
)

> 1 for all θ ∈ IR \ {0}.

Proof We considerAd with ε = 0, i.e. Ad = 1l1lT , and use a continuity argument to
obtain a result forε > 0. Let B := δ−1Ac andw := B−11l = (1, 2, 3, 4, 5)T . Note that

LA + DA = LAd
+ DAd

+ Ac = B−1 + δ B

holds. We first consider the matrixδ A−1(LA + DA) :

δ A−1(LA + DA) = δ (1l1lT + δ B)−1(B−1 + δ B)

=
(

I +
1

δ
w 1lT

)−1

(B−2 + δ I)

=
(

I −
1

δ + 1lT w
w 1lT

)

(B−2 + δ I)

=
(

I −
1

15
w 1lT

)

B−2 + O(δ) (δ → 0) .
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The matrixE := (I − 1

15
w 1lT )B−2 has eigenvalues

σ(E) = { 0, −0.0968± 0.8122i, 0.2635± 0.1738i } .

Hence the matrixA−1(LA+DA) has both eigenvalues with positive real part and eigenval-
ues with negative real part ifδ is sufficiently small. Since sign(Re(λ)) = sign(Re(λ−1))
for λ ∈ C, it follows that(LA + DA)−1A has both eigenvalues with positive real part and
eigenvalues with negative real part ifδ is sufficiently small. This holds forAd = 1l1lT +ε I
with ε = 0. From a continuity argument it follows that forε(δ) > 0 sufficiently small the
matrix (LA + DA)−1A has both eigenvalues with positive real part and eigenvalues with
negative real part.

Remark 3.3. It turns out that if we consider dimensionn ≤ 4 then the matrixE used
in the proof of Example 3.1. is positive semidefinite:E + ET ≥ 0. This explains why
we consider dimensionn = 5 in Example 3.1.. A straightforward calculation yields that
for every2 × 2 matrix in SPD.M0 the Gauss-Seidel method without damping (θ = 1) is
convergent. Hence, for a negative result as in Example 3.1. we need dimensionn ≥ 3.

3.2. Convergence analysis in the matrix classSPD.M

The embeddingSPD.M0 ⊂ SPD.M and the negative result in Example 3.1. for the class
SPD.M0 show that even with optimal damping the Gauss-Seidel methodis not convergent
for all A ∈ SPD.M . In the following example we show that a similar negative result holds
for the Jacobi method. We conclude that the favourable properties w.r.t. convergence of the
damped Jacobi and Gauss-Seidel methods which hold both in the classSPD and in the
classM are lost in the classSPD.M .

Example 3.2. ConsiderA = Ad + Ac with

Ad :=

(

1 − 5

2

− 5

2
25

)

∈ SPD , Ac :=

(

1 − 1

2

−50 50

)

∈ M \ M0 .

Then
̺(I − θ D−1

A A) > 1 for all θ ∈ IR \ {0}.

Proof The matrix

D−1
A A =

(

1 − 3

2

− 7

10
1

)

has determinant< 0. Hence this matrix has two real eigenvalues with opposite sign.

3.3. Convergence analysis in the classPD

The embeddingSPD.M0 ⊂ PD and the negative result in Example 3.1. for the class
SPD.M0 imply that even with optimal damping the Gauss-Seidel method is not conver-
gent for allA ∈ PD.

For the Jacobi method applied to matricesA ∈ PD one can find convergence results
in the literature, cf. [13,19] and the references therein. Here, we present one typical result
([13], Thm. 4.4.16):
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Theorem 3.2. Let A ∈ PD, DA := diag(A), and0 < λ ≤ Λ, τ ≥ 0 be constants such
that

λDA ≤
1

2
(A + AT ) ≤ Λ DA , −τ DA ≤

1

2i
(A − AT ) ≤ τ DA . (3.22)

Then

‖ I − θ D−1
A A ‖DA

:= ‖ I − θ D
−1/2

A AD
−1/2

A ‖
2

< 1 for all θ ∈ ( 0, θ̃A ),

with θ̃A defined by

θ̃A :=
2 λ

λΛ + τ2
. (3.23)

Proof Given in [13].

We now compare the damping parametersθ̃A (cf. Thm. 3.2.) andθA (cf. Thm. 3.1.)
which are used for the Jacobi method in the matrix classesPD andSPD.M0 ⊂ PD,
respectively. First note that in practical applications itis easy to obtain a reasonable esti-
mate of the parameterθA (cf. Example 3.4. below). For the parameterθ̃A it is often much
harder to obtain a reasonable estimate. This is caused by thefactorλ occurring in the for-
mula forθ̃A, which is an estimate for thesmallesteigenvalue of the matrix1

2
D−1

A (A+AT ).
Also note that in Thm. 3.2. the damping is very strong if the nonsymmetric part1

2
(A−AT )

is ”much larger” than the symmetric part1

2
(A + AT ) : θ̃A << 1 if τ2 >> λ. The ratio

between the size of the symmetric and nonsymmetric part doesnot play an important role
in the damping parameterθA (cf. Remark 3.1.). To illustrate these phenomena, we consider
two examples:

Example 3.3. Let B ∈ IRn×n be skew-symmetric:BT = −B. Consider the matrix

A = ε I + B ∈ PD

with ε > 0. The matrixD
−1/2

A AD
−1/2

A = I + 1

ε B is normal and a simple calculation
yields

‖ I − θ D
−1/2

A AD
−1/2

A ‖
2

= ̺(I − θ D
−1/2

A AD
−1/2

A ) < 1

iff

0 < θ <
2 ε2

ε2 + ̺2
, (3.24)

where̺ = ̺(B) denotes the spectral radius ofB. Since

1

2
D

−1/2

A (A + AT )D
−1/2

A = I,
1

2i
D

−1/2

A (A − AT )D
−1/2

A = −
i

ε
B,

for the constants in Thm. 3.2. we can takeλ = Λ = 1, τ = ̺/ε, and we then obtain a
maximal damping parameter

θ̃A =
2 ε2

ε2 + ̺2
.

Comparison with (3.24) shows that for this example the result of Thm. 3.2. is sharp. It is
clear that ifτ = ̺/ε >> 1 thenθ̃A << 1.
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We note that for̺ /ε > 2 we haveA 6∈ SPD.M0. This can be shown as follows: Assume
that

A = ε I + B = Ad + Ac , Ad ∈ SPD, Ac ∈ M0 .

From this we obtain

B = 1

2
(Ac − AT

c ) , ε I = Ad + 1

2
(Ac + AT

c ) ,

and hence, it follows fromAc + AT
c ≥ 0 that̺(Dc) ≤ ε and 1

2
̺(Ac + AT

c ) ≤ ε. For
Rc = Dc − Ac, which is≥ 0 elementwise, we have (cf. (3.1) to (3.7))

r(Rc) = 1

2
̺(Rc + RT

c ) = ‖ Dc −
1

2
(Ac + AT

c ) ‖
2

≤ ‖ Dc ‖
2

+ 1

2
‖ Ac + AT

c ‖
2

= ̺(Dc) + 1

2
̺(Ac + AT

c ) .

Combination of these results yields

̺ = ̺(B) = r(B) = 1

2
r(RT

c − Rc) ≤ r(Rc) ≤ ̺(Dc) + 1

2
̺(Ac + AT

c )2 ≤ 2 ε .

We conclude that if the skew-symmetric part ofA is large compared to the symmetric
part (̺ /ε >> 1) then we need strong damping and the matrixA does not lie in the class
SPD.M0.

Example 3.4. We consider the elliptic boundary value problem in Example 2.1. and as-
sume that the flow fieldb is incompressible:∇·b = 0. Then the finite volume discretization
described in Section 4.4. yields a matrixA = Ad + Ac ∈ SPD.M0 (cf. Lemma 4.5.(h)).
We further assume that the corresponding triangulationsTh arequasi-uniformandstable,
i.e., the elements in each triangulationTh are of comparable size and the elements do not
degenerate forh → 0. Using well-known estimates from the theory of finite element meth-
ods (cf. [8,12]) it then follows that̺(D−1

d Ad) is bounded independently ofε, h and hence,
the parameterθd in (3.11) is bounded away from zero independently ofε, h. Note thatθd

represents the maximal damping parameter of the Jacobi method applied to the matrixAd.
Since the matrixAc is weakly diagonally dominant with respect to its rows and columns
(cf. Lemma 4.5.(c),(f)), we obtainθc = 1 in (3.11). Using (3.13), (3.20), and Theorem 3.1.,
we conclude that the damped Jacobi method applied to the matrix A = Ad +Ac converges
for θ ∈ ( 0, θA ), where

θA ≥
θd

2

is bounded away from zero independently ofε, b andh. On the other hand, if we apply
Theorem 3.2. in this situation then the result is less satisfactory. Assuming| b | > 0, for the
parametersλ, Λ andτ in (3.22) one can show

λ ∼ h2 , Λ ∼ 1 , τ ∼
1

1 + ε
| b |h

.

Hence, for the maximal damping parameterθ̃A in (3.23) we obtain

θ̃A ∼
( ε
| b | + h)2

( ε
| b | + h)2 + 1

.

It follows thatθ̃A approaches zero forε| b | + h → 0. We conclude that for this example the
damping resulting from Thm. 3.2. is much too strong if bothε

| b | andh are small.
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Due to the negative result in Example 3.1., convergence of the damped Gauss-Seidel
method cannot be proved for arbitraryA ∈ SPD.M0. On the other hand, for convection-
dominated problems the Gauss-Seidel method with ”downwindnumbering” (cf. [7,14])
seems to be an efficient solver (smoother) in many practical applications. In order to fill
partly this gap between theory and practice we consider a hybrid method which is moti-
vated by the following result:

Theorem 3.3. For A ∈ PD consider a splitting

A = Ad + Ac with Ad ∈ SPD, Ac + AT
c ≥ 0 . (3.25)

LetW ∈ SPD be such that
2 W − Ad > 0 . (3.26)

Then the following holds:

‖ I − (W + Ac)
−1A ‖W ≤ ‖ I − W−1Ad ‖W < 1 . (3.27)

Proof Note that

‖ I − (W + Ac)
−1A ‖W = ‖ I − (W + Ac)

−1(Ad − W + W + Ac) ‖W

= ‖ (W + Ac)
−1(Ad − W ) ‖W

= ‖ (I + W−1Ac)
−1(I − W−1Ad) ‖W

≤ ‖ (I + W−1Ac)
−1 ‖W ‖ I − W−1Ad ‖W . (3.28)

Using the notationÃc := W−1/2AcW
−1/2, for the first term on the right hand side in

(3.28) we have

‖ (I + W−1Ac)
−1 ‖W = ‖ (I + Ãc)

−1 ‖2

= ̺
(

(I + Ãc)
−1(I + ÃT

c )−1
)1/2

= ̺
(

(I + Ãc + ÃT
c + ÃT

c Ãc)
−1

)1/2

≤ 1 . (3.29)

The latter result follows from the fact that both̃Ac + ÃT
c andÃT

c Ãc are symmetric positive
semi-definite. Using the result (3.29) in (3.28) yields

‖ I − (W + Ac)
−1A ‖W ≤ ‖ I − W−1Ad ‖W

= ̺(I − W−1/2AdW
−1/2) < 1 .

The latter inequality results from0 < W−1/2AdW
−1/2 < 2 I (cf. (3.26)).

Remark 3.4. It is easy to show that the matrix class

V := { A ∈ IRn×n | A = Ad + Ac with Ad ∈ SPD, Ac + AT
c ≥ 0 }

equals the class of positive definite matrices:V = PD.
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We now discuss how for a discretized convection-diffusion problem with matrixA in
the classPD Thm. 3.3. can yield convergence of a feasible method.

As an example we consider the stabilized box method described in Section 4.4., applied
to the problem (2.12), (2.13). We assume incompressibility, i.e.∇ · b = 0. Then the re-
sulting discretization has a matrixA = Ad + Ac with Ad ∈ SPD, Ac + AT

c ≥ 0 (cf.
Lemma 4.5.). If the directed graph corresponding to the convection matrixAc is acyclic,
i.e. does not contain any cycles, then using numbering algorithms as in [7,14] one can re-
order the unknowns such that the resulting permuted convection matrix is lower triangular.
We takeW := θ diag(Ad) with θ > 0 such that2 W −Ad > 0 holds. For this example the
assumptions of Theorem 3.3. are satisfied and we obtain a feasible method since systems
with the matrixW + Ac = θ diag(Ad) + Ac can be solved with acceptable computational
costs. If the directed graph corresponding to the convection matrixAc contains cycles, then
after suitable reordering (cf. [6,14]) the matrixAc is block-lower triangular. Depending on
the size of the diagonal blocks this may still result in a feasible method.

4. Algebraic properties of stiffness matrices resulting from the discretization
of convection-diffusion problems

Let Ω ⊂ IRn be a polyhedral domain with boundaryΓ. We consider elliptic boundary
value problems of the form

−ε ∆u + ∇ · (b u) + c u = f in Ω, (4.1)

u = 0 onΓ. (4.2)

For simplicity we assume thatε > 0 is constant and that the vector fieldb and the scalar
functionsc, f are sufficiently smooth, e.g.b ∈ H1,∞(Ω)n, c ∈ L∞(Ω) andf ∈ L2(Ω).
If ∇ · b = 0 then problem (4.1), (4.2) is calledincompressible. The weak formulation of
(4.1), (4.2) reads:Findu ∈ H1

0 (Ω) such that

a(u, v) =

∫

Ω

ε∇u · ∇v dx +

∫

Ω

v∇ · (b u) dx +

∫

Ω

c u v dx =

∫

Ω

f v dx (4.3)

for all v ∈ H1
0 (Ω). If c + 1

2
∇ · b ≥ 0 then the bilinear forma(·, ·) is coercive inH1

0 (Ω),
i.e.

a(u, u) ≥ α ‖ u ‖
2
, u ∈ H1

0 (Ω) , (4.4)

with coercivity constantα > 0 and energy norm‖ u ‖2 :=
∫

Ω
| ∇u |2 dx for u ∈ H1

0 (Ω).
In this case it follows from the Lax-Milgram Lemma that (4.3)has a unique solutionu
in H1

0 (Ω). Otherwise, ifa(·, ·) fails to be coercive, the Fredholm alternative applies and
hence (4.3) has a unique solution iff the homogeneous problem (f = 0) has only the trivial
solutionu = 0 (cf. [9]).

In the subsections below we consider a few discretization methods for the problem (4.1),
(4.2), which are known from the literature. In the setting ofthis paper we are interested in
the algebraic properties of the resulting stiffness matrices.

4.1. Finite element discretization

We first discretize (4.1), (4.2) by piecewise linear finite elements based on the standard
Galerkin approach. LetTh be a consistent triangulation ofΩ, letx1, . . . , xN be the vertices
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of Th not lying onΓ, and letVh be the corresponding space of continuous piecewise linear
functions which are zero onΓ. Then the finite element discretization of the continuous
problem (4.3) leads to the discrete problem:Finduh ∈ Vh such that

a(uh, vh) :=

∫

Ω

ε∇uh · ∇vh dx +

∫

Ω

vh b · ∇uh dx +

∫

Ω

(c + ∇ · b)uh vh dx

=

∫

Ω

f vh dx (4.5)

for all vh ∈ Vh. If c+ 1

2
∇·b ≥ 0 thena(·, ·) is coercive inVh and (4.5) has a unique solution.

Denoting byΦh := {ϕ1, . . . , ϕN} the standard nodal basis ofVh, (4.5) is equivalent to the
linear system

Ax = b (4.6)

with matrix coefficients

Aij = a(ϕj , ϕi) , 1 ≤ i, j ≤ N . (4.7)

The solutionx of (4.6) is related to the solutionuh of (4.5) byuh =
∑N

j=1
xj ϕj . Cor-

responding to the left three integrals in (4.5), thestiffness matrixA can be split into a
diffusion partAd, a convection partAc, and a reaction partAr :

A = Ad + Ac + Ar . (4.8)

Often for the reaction term a so calledlumpingprocedure is used in which the matrixAr

is approximated by a certain diagonal matrix. To be more precise, letΩi be the union of
all simplices inTh sharing the vertexxi, for 1 ≤ i ≤ N . The volume ofΩi is denoted by
|Ωi |. The reaction term in (4.5) can then be approximated by

∫

Ω

(c + ∇ · b)uh vh dx ≈

N
∑

i=1

|Ωi |

n + 1
(c + ∇ · b)(xi)uh(xi) vh(xi) . (4.9)

If c + ∇ · b ≥ 0 this lumping procedure results in a nonnegative diagonal matrix Ãr

(cf. Lemma 4.2.(f)). Note that the approximation order of the finite element method is not
affected by the lumping procedure.

Before we summarize properties of these matrices, we introduce a few definitions:

Definition 4.1. A ∈ IRN×N satisfies the strong (weak) sign condition ifA ∈ Z and
Aii > 0 (Aii ≥ 0) for 1 ≤ i ≤ N . The matrixA is called weakly diagonally dominant
w.r.t. its rows (columns) if

∑

j 6=i

|Aij | ≤ |Aii | for 1 ≤ i ≤ N
(

∑

i6=j

|Aij | ≤ |Ajj | for 1 ≤ j ≤ N
)

.

Definition 4.2. Let xN+1, . . . , xN̂ be the vertices ofTh which lie onΓ. Let V̂h ⊃ Vh

be the space of continuous piecewise linear functions corresponding toTh, i.e. the space
of all functionsvh ∈ C(Ω) such that the restriction ofvh to any elementT ∈ Th is a
linear polynomial onT . We denote bŷΦh := {ϕ1, . . . , ϕN̂} the standard nodal basis of
V̂h, defined by

ϕi(xj) = δij , 1 ≤ i, j ≤ N̂ .
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Assume that the coefficients of the matrixA ∈ IRN×N are defined by an expression of the
form

Aij = ah(ϕj , ϕi) , 1 ≤ i, j ≤ N , (4.10)

with some bilinear formah(·, ·) defined onV̂h × V̂h. ThenA is said to have the zero row
(column) sum property if

N̂
∑

j=1

ah(ϕj , ϕi) = 0 for 1 ≤ i ≤ N
(

N̂
∑

i=1

ah(ϕj , ϕi) = 0 for 1 ≤ j ≤ N
)

.

Example 4.1. Let A be the finite element matrix in (4.6), and letÂ be the matrix resulting
from the finite element discretization of the correspondingNeumann problem. Clearly,
A satisfies (4.10) withah(·, ·) = a(·, ·) (cf. (4.7)). If A has the zero row (column) sum
property, this means that the sum of the entries in each row (column) ofÂ vanishes. This
implies that

N
∑

j=1

Aij = 0
(

N
∑

i=1

Aij = 0
)

(4.11)

for each rowi (columnj) corresponding to a vertexxi (xj) which is not connected by
an edge to any boundary vertex. Note, however, that in general (4.11) does not hold for
the remaining rows (columns) ofA. This is due to the fact that ”couplings” to boundary
vertices are contained in̂A but not inA.

Definition 4.3. A triangulationTh in IRn is of weakly acute type if the maximum angle
between two(n−1)-subsimplices of any simplexT ∈ Th is bounded byπ/2.

In the literature the condition that a triangulation is of weakly acute type is often used
as asufficientcondition for an M-matrix property of the corresponding stiffness matrix. A
typical result is given in the following Lemma:

Lemma 4.1. Consider the finite element stiffness matrix correspondingto the diffusion
part of the bilinear form in (4.5), represented by the symmetric positive definite matrixAd

in (4.8). If the triangulationTh is of weakly acute type thenAd ∈ M0 holds.

Proof Let ∇ϕi(T ) denote the restriction of∇ϕi to the elementT ∈ Th. Note that∇ϕi

is constant on every elementT ∈ Th. Using|T | to denote the volume ofT , we obtain for
1 ≤ i, j ≤ N

Ad,i,j = ε

∫

Ω

∇ϕi · ∇ϕj dx

= ε
∑

T∈Th

∫

T

∇ϕi · ∇ϕj dx = ε
∑

T∈Th

|T | ∇ϕi(T ) · ∇ϕj(T ). (4.12)

Now consider an arbitrary elementT ∈ Th. For any vertexxj of T let Sj(T ) be the(n−1)-
subsimplex ofT opposite toxj . For any two such subsimplicesSi(T ), Sj(T ) let αij(T )
be the angle betweenSi(T ) andSj(T ) insideT . If Th is of weakly acute type, then we
haveαij(T ) ≤ π/2, hencecos αij(T ) ≥ 0 for each such angleαij(T ) in Th.
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It is not difficult to see that∇ϕj(T ) is orthogonal toSj(T ). Moreover,∇ϕj(T ) points
from there into the direction of the interior ofT . It follows that

∇ϕi(T ) · ∇ϕj(T ) = − cos αij ≤ 0 (4.13)

for any two verticesxi 6= xj of T . On the other hand, if eitherxi or xj is not a vertex of
T , then we have

∫

T
∇ϕi · ∇ϕj dx = 0. In combination with (4.12) and (4.13) this proves

Ad ∈ Z. It is clear thatAd ∈ SPD holds, hence we conclude thatAd ∈ M0.

Remark 4.1. Under the assumption thatTh is of weakly acute type, one can show that the
matrix Ad is essentially diagonally dominant(cf. [13] for definition). Note that the latter
property in combination with the strong sign condition implies the M-matrix property (cf.
Theorem 6.4.10 in [13]).

The results in Lemma 4.1. or Remark 4.1. show thatAd is an M-matrix ifTh is of weakly
acute type. This assumption, however, is unrealistic in particular if Th is generated by an
adaptive refinement process. IfTh is not of weakly acute type then in generalAd 6∈ Z and
henceAd 6∈ M . Even worse,Ad in general fails to be inverse monotone, i.e., some entries
of A−1 may be negative.

In the remainder of this paper for a few well-known discretization methods we derive
properties of the corresponding stiffness matrix for the case thatTh is not necessarily of
weakly acute type. We start with a few properties of the different components of the finite
element matrixA from (4.6) and of the matrixAr resulting from the lumping procedure
(4.9):

Lemma 4.2. For the matricesAd, Ac, Ar in (4.8) and for the matrixÃr we have:

(a) Ad ∈ SPD,
(b) Ad has both the zero row sum and zero column sum property,
(c) Ac has the zero row sum property,
(d) Ar, Ãr are symmetric.

Using additional assumptions, we obtain the following results:

(e) if ∇ · b = 0 thenAc has the zero column sum property,
(f) if c + ∇ · b ≥ 0 thenAr, Ãr are positive semi-definite and≥ 0 elementwise,
(g) if c + ∇ · b ≥ 0 thenAd + Ar ∈ SPD, Ad + Ãr ∈ SPD hold,
(h) if c + 1

2
∇ · b ≥ 0 thenA ∈ PD.

Proof Clearly,Ad, Ar andÃr are symmetric. The coercivity of the diffusion part of the
bilinear forma(·, ·) implies thatAd is positive definite. The zero row and column sum
properties ofAd follow from the fact that the diffusion term vanishes if either u or v is
constant. A similar argument for the convection term shows thatAc has the zero row sum
property. In case of∇· b = 0 the zero column sum property ofAc easily follows by partial
integration. The diagonal matrix̃Ar, defined by the lumping procedure (4.9), is positive
semi-definite and≥ 0 elementwise ifc + ∇ · b ≥ 0. If the latter condition is satisfied
thenϕj ≥ 0 for 1 ≤ j ≤ N implies Ar ≥ 0 elementwise. In this case we also have
∫

Ω
(c + ∇ · b) v2 dx ≥ 0 for arbitraryv ∈ H1

0 (Ω). HenceAr is positive semi-definite. The
properties in (g) follow from (a), (d), and (f). Ifc+ 1

2
∇· b ≥ 0 then the coercivity ofa(·, ·)

and the relationxT (A + AT )x = 2 xT Ax, x ∈ IRN , imply A ∈ PD.
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UnlikeAd andAr the convection matrixAc has a skew-symmetric character. This skew-
symmetric character will dominate the total stiffness matrix A in regions where themesh
Peclet number| b |h/ε is large. It is well known that the discretization (4.5) in general is
highly unstable in case of dominating convection and may produce unphysical oscillations
in the discrete solution, in particular if the solution of the continuous problem contains
internal or boundary layers.

In the 1D case, if the triangulationTh is equidistant, the discretization of the convection
term in (4.5) corresponds to the use of central finite differences to approximate the first
order derivative ofuh. In this case the above difficulties can be overcome by using back-
ward finite differences instead. Thisupwind differencingprocedure preserves the M-matrix
property and hence also the inverse monotonicity property.On the other hand, the use of
upwind finite differences results in a loss of accuracy sincethe method is only first order
accurate.

In the following sections we consider some well known stabilization methods for the
higher-dimensional case. We focus on the algebraic properties of the resulting stiffness
matrices and do not investigate the approximation order of the schemes. A rigorous error
analysis of these upwind methods can be found in [17].

4.2. Artificial diffusion

The artificial diffusion method is probably the simplest higher dimensional upwind scheme.
It is equivalent to application of the standard finite element discretization (4.5) to a modi-
fied problem with a larger diffusion constantε̃, which can defined, for example, by

ε̃ := ε + h ‖ b ‖∞ . (4.14)

With this modified diffusion constant, the resulting discrete problem reads:Find uh ∈ Vh

such that
∫

Ω

ε̃∇uh · ∇vh dx +

∫

Ω

vh b · ∇uh dx +

∫

Ω

(c +∇ · b)uh vh dx =

∫

Ω

f vh dx (4.15)

for anyvh ∈ Vh. Note that (4.15) differs from (4.5) only by the diffusion constant. Let now
Aad be the corresponding stiffness matrix for the artificial diffusion method. We consider
a splittingAad = Ad + Aad

c + Ar, that is, the artificial diffusion term is added to the con-
vection matrix while the diffusion and reaction matrices remain unchanged. We summarize
the main properties of this splitting in the following Lemma:

Lemma 4.3. All results of Lemma 4.2. hold withA and Ac replaced byAad and Aad
c ,

respectively.

Proof Aad
c −Ac is the discretization matrix corresponding to the artificial diffusion term.

It follows thatAad
c −Ac has both the zero row sum and the zero column sum property. This

implies thatAad
c has the zero row sum or zero column sum property if and only ifAc has the

same property. This proves (c) and (e). Ifc+ 1

2
∇·b ≥ 0, thenAad−A = Aad

c −Ac ∈ SPD
in combination with Lemma 4.2.(h) provesAad ∈ PD.

A main disadvantage of the artificial diffusion method is that the artificial diffusion
acts in all directions, i.e., the method introduces artificial diffusion not only in streamline
direction but also perpendicular to the streamlines, in crosswind direction. Below we will
consider upwind schemes which in general produce less crosswind diffusion.
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Remark 4.2. One of the widely used finite element discretization schemesfor convection-
diffusion problems is the streamline diffusion method (SDFEM). For a description and
analysis of this method we refer to [17]. In the SDFEM artificial diffusion is added mainly
in the direction of streamlines in such a way that the resulting stabilized discretization still
satisfies a favourable consistency condition (cf. [17]). Ingeneral this method has much
better approximation quality than the simple artificial diffusion method based on (4.14),
(4.15). However, in the algebraic setting of Section 2 the SDFEM stiffness matrixAsd

does not seem to have more structure than the stiffness matrix Aad of the simple artificial
diffusion method. For the SDFEM as described in [17] a basic result on discrete coercivity
of the stabilized bilinear form (Lemma 3.28 in [17]) immediately yields: Ifc + 1

2
∇ · b ≥ 0

thenAsd ∈ PD. A resultAsd ∈ S with S one of the other matrix classes in the diagram
(2.10) does not seem to hold under reasonable assumptions.

4.3. The upwind triangle method of Tabata

The upwind triangle method of Tabata introduces, in a certain sense, upwind finite dif-
ferences into the finite element method on unstructured grids [21]. Although originally
formulated for the 2D case, the method can easily be generalized to higher dimensions.
Hence, from now on we use the nameupwind simplex method.

This method works as follows: The diffusion and reaction terms are discretized as in the
finite element method, resulting in the matricesAd, Ar, or Ad, Ãr if lumping is applied.
The approximation of the convection term is based on a special lumping procedure. Each
vertexxi is associated with a simplexTi, theupwind simplexor theupwind trianglein the
2D case, such that (i)xi is a vertex ofTi and (ii), the vector−b(xi) points fromxi into Ti.
If b(xi) = 0, any simplex with vertexxi can be chosen as upwind simplexTi. Otherwise,
if −b(xi) points into the direction of an edge, then the upwind simplexis chosen from the
set of simplices sharing that edge.

Now suppose we have chosen exactly one upwind simplexTi for every vertexxi,
1 ≤ i ≤ N . Then the convection term is approximated by (cf. (4.5))

∫

Ω

ϕi b · ∇uh dx ≈
|Ωi |

n + 1
b(xi)∇uh|Ti

(4.16)

for uh ∈ Vh and1 ≤ i ≤ N . The resulting convection matrix is denoted byAut
c . Properties

of Aut
c , Aut = Ad +Aut

c +Ar, andÃut = Ad +Aut
c + Ãr are summarized in the following

Lemma:

Lemma 4.4. The matricesAut
c , Aut andÃut have the following properties:

(a) Aut
c satisfies the weak sign condition,

(b) Aut
c has the zero row sum property,

(c) Aut
c is weakly diagonally dominant w.r.t. its rows,

(d) if c + ∇ · b ≥ 0 thenAut, Ãut ∈ SPD.M .

Proof First note that on each simplexT ∈ Th and for each vertexxj of T the gradient
∇ϕj is orthogonal to the(n−1)-subsimplex oppositexj . Further note that∇ϕj points from
there into the direction ofxj . This implies that for any vertexxi with upwind simplexTi

we haveb(xi) · ∇ϕi|Ti
≥ 0, and for any other vertexxj we haveb(xi) · ∇ϕj |Ti

≤ 0 if
xj is a vertex ofTi andb(xi) · ∇ϕj |Ti

= 0 otherwise. HenceAut
c satisfies the weak sign

condition.
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Property (b) follows from the fact that the right hand side of(4.16) vanishes for constant
functionsuh. Together (a) and (b) imply thatAut

c is weakly diagonally dominant w.r.t.
its rows. Using the Gerschgorin circle theorem we conclude that Re(λ) ≥ 0 holds for
all λ ∈ σ(Aut

c ). Hence, ifc + ∇ · b ≥ 0, it follows from Lemma 4.2.(g) and from the
characterization of the matrix classSPD.M in Remark 2.1. thatAut, Ãut ∈ SPD.M
holds.

Related to diagram (2.10) the result in Lemma 4.4.(d) is relevant. Note that in general
Aut

c does not have the zero column sum property, even not ifb is constant. It is therefore
not clear whetherAut

c is positive semidefinite or ifAut, Ãut ∈ PD holds if c + ∇ · b ≥ 0.

Remark 4.3. If Th is of weakly acute type, then using the results in Remark 4.1.one can
prove the following:

• if c + ∇ · b = 0 thenAut ∈ M ,
• if c + ∇ · b ≥ 0 thenÃut ∈ M .

4.4. The box method

A number of upwind schemes can be derived from a certain classof finite volume dis-
cretizations of (4.3). Finite volume methods applied to elliptic equations are often based
on adual box meshconstructed from a usual finite element triangulationTh. To be precise,
letTh be a consistent triangulation ofΩ whose verticesx1, . . . , xN̂ are numbered such that
x1, . . . , xN lie in the interior ofΩ while xN+1, . . . , xN̂ belong toΓ (cf. Definition 4.2.).
A dual box meshfor Th is a partitionBh = {B1, . . . , BN̂} of Ω into N̂ closed Lipschitz
setsBi such thatxi ∈ Bi andBi ⊂ Ωi holds for1 ≤ i ≤ N̂ , cf. [6]. The setsBi are called
boxesand can be constructed in different ways. The two best known methods for the con-
struction of dual box meshes are thecenter-of-massmethod (see [6,11], for example) and
the method ofperpendicular bisectors(cf. [2]). In both cases the boxesBi are polyhedra.

Now suppose that a consistent triangulationTh and a corresponding dual box meshBh

are given. Denoting again byVh the space of continuous piecewise linear functions cor-
responding toTh (!) which are zero onΓ, the simplest finite volume discretization of the
continuous problem (4.3) reads:Finduh ∈ Vh such that

∫

∂Bi

ε∇uh · dσ +

∫

∂Bi

uh b · dσ +

∫

Bi

c uh dx =

∫

Bi

f dx (4.17)

for 1 ≤ i ≤ N . Note that the boxesBN+1, . . . , BN̂ , corresponding to boundary vertices
of Th, are not used in (4.17). Taking again the standard nodal basis Φh := {ϕ1, . . . , ϕN}
of Vh, (4.17) results in a linear system with stiffness matrixAbox defined by

Abox
ij = −

∫

∂Bi

ε∇ϕj · dσ +

∫

∂Bi

ϕj b · dσ +

∫

Bi

c ϕj dx , 1 ≤ i, j ≤ N . (4.18)

We use the splittingAbox = Abox
d + Abox

c + Abox
r corresponding to the three integrals

in (4.18). It is shown in [4,6,11] that the diffusion matrixAbox
d coincides with the diffusion

matrix obtained by the finite element method:Abox
d = Ad.

In general, the reaction matrixAbox
r is non-symmetric and the sign of the non-zero en-

tries inAbox
r is determined by the sign ofc. If c ≥ 0 thenAbox

r contains only non-negative
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entries. Note that in contrast to the finite element case the reaction term does not con-
tain∇ · b. The reaction term is often discretized using the followinglumping procedure:

∫

Bi

c uh dx ≈ |Bi | c(xi)uh(xi) , 1 ≤ i ≤ N . (4.19)

If c ≥ 0, this results in a non-negative diagonal matrixÃbox
r . Hence, for the case withb ≡ 0

andc ≥ 0, the matrixÃbox = Ad + Ãbox
r is symmetric positive definite, and ifAd is an

M-matrix, thenÃbox = Ad + Ãbox
r is an M-matrix, too.

The convection matrixAbox
c has the same skew-symmetric character as the convection

matrix of the finite element method. Hence, in case of dominating convection the dis-
cretization (4.17) is in general unstable. The finite volumeformulation, however, gives rise
to a new class of upwind schemes. Such schemes have been presented, for example, by
Bank et al. [2], and by Bey [6]. These methods only differ by the way in which the dual
box mesh is constructed. In [2] the method of perpendicular bisectors is used, which in
practice is restricted to the 2D case. In [6] the center-of-mass method is considered, which
can be applied to triangulations of arbitrary dimension.

We now describe the basic idea of these upwind schemes without making any assump-
tion on the construction of the dual boxmesh. Hence, the upwind scheme presented below
has both the method in [2] and the one in [6] as special cases.

For1 ≤ i ≤ N̂ let Λi be the set of indicesj ∈ {1, . . . , N̂} such thatxi, xj are endpoints
of a common edge inTh. For eachj ∈ Λi let Γij := ∂Bi ∩ ∂Bj be the common boundary
of Bi andBj. With this notation the convection term in (4.17) can be represented as

∫

∂Bi

uh b · dσ =
∑

j∈Λi

∫

Γij

uh b · dσi . (4.20)

Here, the indexi in dσi indicates that the outer normal~n used in the definition of the line
integral

∫

Γij
uh b · dσi :=

∫

Γij
uh b · ~n ds is the outer normal of the BoxBi. The total flux

of the convection fieldb from boxBi into boxBj over the common boundaryΓij is given
by the value

bij :=

∫

Γij

b · dσi . (4.21)

Note thatbij = −bji for all i 6= j. Using theupwind vertices

xij :=

{

xi if bij ≥ 0 ,
xj if bij < 0 ,

i 6= j , (4.22)

the integrals on the right hand side of (4.20) can be approximated by
∫

Γij

uh b · dσi ≈ uh(xij)

∫

Γij

b · dσi = uh(xij) bij , j ∈ Λi . (4.23)

We denote the resulting convection matrix byAbup
c . Some properties of the matricesAbup

c

andÃbup = Ad + Abup
c + Ãbox

r are summarized in the following Lemma:
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Lemma 4.5. The matrixAbup
c has the following properties:

(a) Abup
c satisfies the weak sign condition,

(b) Abup
c has the zero column sum property,

(c) Abup
c is weakly diagonally dominant w.r.t. its columns.

(d) if c ≥ 0 thenÃbup ∈ SPD.M .

If ∇ · b = 0 then in addition we have

(e) Abup
c has zero row sum property,

(f) Abup
c is weakly diagonally dominant w.r.t. its rows,

(g) Abup
c is positive semidefinite:Abup

c + (Abup
c )T ≥ 0,

(h) if c ≥ 0 thenÃbup ∈ SPD.M0.

Proof The weak sign condition forAbup
c follows from the construction, cf. (4.20) – (4.23).

For1 ≤ j ≤ N we have

∑

i

(Abup
c )ij = (Abup

c )jj+
∑

i∈Λj

(Abup
c )ij =

∑

i∈Λj ,

bji≥0

bji+
∑

i∈Λj,

bij <0

bij =
∑

i∈Λj ,

bij<0

(bji+bij) = 0 .

HenceAbup
c has the zero column sum property. Together (a) and (b) imply that thatAbup

c

is weakly diagonally dominant w.r.t. its columns. Using thethe same arguments as in the
proof of Lemma 4.4. we obtaiñAbup ∈ SPD.M . If in addition∇ · b = 0 then it follows
from

∑

j

(Abup
c )ij = (Abup

c )ii +
∑

j∈Λi

(Abup
c )ij =

∑

j∈Λi,

bij≥0

bij +
∑

j∈Λi,

bij <0

bij

=
∑

i∈Λj

bij =

∫

∂Bi

b · dσi = 0 ,

that Abup
c has the zero row sum property, too. This together with (a) yields (f). Proper-

ties (c) and (f) imply that that the symmetric matrixAbup
c + (Abup

c )T is weakly diago-
nally dominant. Using the Gerschgorin cycle theorem we conclude that the eigenvalues of
Abup

c +(Abup
c )T are nonnegative. Hence we haveAbup

c +(Abup
c )T ≥ 0. This in combination

with the characterization of the matrix classSPD.M0 given in Remark 2.1. proves (h).

Remark 4.4. If Th is of weakly acute type, then using the results in Remark 4.1.one can
prove that ifc ≥ 0 thenÃbup ∈ M holds, or eveñAbup ∈ M0 if ∇ · b = 0 andc ≥ 0.

5. Concluding remarks

In this paper we obtained a satisfactory contraction resultfor the Jacobi method applied to
matrices from the classSPD.M0 (Theorem. 3.1.). On the other hand, for the Gauss-Seidel
method only negative results are presented (Example 3.1.).For the class of positive definite
matrices a hybrid method, which converges without any damping, is introduced (Theo-
rem 3.3.). Furthermore, a few well-known finite element and finite volume discretization
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methods are analyzed with respect to algebraic properties of the resulting stiffness matri-
ces.

In our opinion, there are still quite a few interesting open problems in this field. Here we
mention two of these. The convergence analysis of the Gauss-Seidel method is an interest-
ing topic for further research. In the literature we did not find convergence results for the
Gauss-Seidel method applied to matrices inPD \ M0. A few results for the SOR method
are known ([16]). These results, however, are comparable tothe result in Theorem 3.2.
(but now for the SOR instead of the Jacobi method) and hence not very satisfactory when
applied to discrete convection-diffusion problems (cf. Example 3.4.).

A second question which seems to be of interest is whether onecan define a suitable
subclass ofPD (different fromSPD.M0) which contains the stiffness matrices result-
ing from popular discretization methods for convection-diffusion equations (e.g. SDFEM,
Tabata-scheme, box-scheme) and also allows a satisfactoryconvergence analysis of Jacobi
and Gauss-Seidel type of methods. Maybe, in the definition ofsuch a subclass, a zero row
sum or column sum property as explained in Section 4.1. will play a role.
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