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CONVERGENCE ANALYSIS OF THE GAUSS-SEIDEL
PRECONDITIONER FOR DISCRETIZED ONE DIMENSIONAL
EULER EQUATIONS*
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Abstract. We consider the nonlinear system of equations that results from the Van Leer flux
vector-splitting discretization of the one dimensional Euler equations. This nonlinear system is
linearized at the discrete solution. The main topic of this paper is a convergence analysis of block-
Gauss—Seidel methods applied to this linear system of equations. Both the lexicographic and the
symmetric block-Gauss—Seidel method are considered. We derive results which quantify the quality
of these methods as preconditioners. These results show, for example, that for the subsonic case
the symmetric Gauss—Seidel method can be expected to be a much better preconditioner than the
lexicographic variant. Sharp bounds for the condition number of the preconditioned matrix are
derived.
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1. Introduction. In this paper we consider iterative methods for discrete sta-
tionary Euler equations. Two important solution approaches known from the liter-
ature are the following. First, one can use some “simple” explicit iterative method,
like a block nonlinear Gauss—Seidel method or a Runge-Kutta method (obtained by
introducing an artificial time variable), which then is accelerated by multigrid tech-
niques (e.g., [12, 13, 16, 20, 25, 27]). The second approach is based on linearization
combined with fast iterative solvers for large sparse linear systems, such as multigrid
solvers or (preconditioned) Krylov-subspace methods. A typical example of this is the
Newton—Krylov technique from [5, 14, 15, 18, 19, 24]. In the literature one can find
many studies in which different iterative solution techniques for solving stationary
(or instationary) discrete Euler equations are compared (e.g., [17, 26]). There are,
however, as far as we know, no rigorous theoretical results available which yield any
insight into convergence properties of certain iterative methods applied to (linearized)
discrete Euler equations. In this paper a first step towards such theoretical results is
made.

In this paper, as a model problem we consider the stationary Euler equations that
model one dimensional subsonic and transonic flows through a nozzle [11, 21], and
use the Van Leer flux vector-splitting method for discretization. The discrete non-
linear problem is linearized at the discrete solution. We apply a GMRES method
with block-Gauss—Seidel preconditioning to this Jacobian linear problem. In the
Gauss—Seidel preconditioner the three unknowns at each grid point are collected in
a block and updated simultaneously. (This is also often called a collective Gauss—
Seidel method.) Both a lexicographic (LGS) and a symmetric (SGS) Gauss—Seidel
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method are used. We emphasize that we do not recommend using such an itera-
tive method for these one dimensional linearized Euler equations, because the Jaco-
bian matrix has a block-tridiagonal structure with 3 x 3 blocks, and thus a direct
solver is efficient for this problem. Our main interest, however, is not the efficient
solution of these one dimensional Euler equations, but a better understanding of
convergence properties of the block-Gauss—Seidel method applied to discrete Euler
equations.

As is well known, direction of flow essentially influences not only the discretiza-
tion of Euler equations, but also the convergence of iterative methods. If the flow is
subsonic, then even in the one dimensional case the LGS method cannot be consis-
tent with the flow direction. In one dimensional flow one has only two directions, and
thus the SGS method can be expected to be a fast iterative solver. These elemen-
tary observations are part of common knowledge. However, even for one dimensional
flows many questions related to Gauss—Seidel preconditioning are still unanswered.
As will be illustrated by numerical experiments, for GMRES with block-Gauss—Seidel
preconditioning there are some interesting dependencies of the rate of convergence
on the Mach number and the mesh size. As far as we know, there is no analysis
available which explains these dependencies. The main topic of the paper is a theo-
retical analysis in which we try to explain some of the convergence phenomena that
are observed in the numerical experiments. In this analysis we use the technique
of “frozen coefficients”; i.e., we linearize the discrete Euler equations at a function
triple (p, u, p) (density, velocity, pressure) which is constant as a function of the space
variable and is such that the solution is subsonic. We consider the LGS and SGS
methods applied to this problem and derive results which quantify the quality of
these methods as a preconditioner. Our results show, for example, that the SGS
method can be expected to be a (much) better preconditioner than the LGS method.
Sharp bounds for the condition number of the preconditioned matrix are derived,
which show that in case of the SGS preconditioner for a large range of Mach num-
bers M € (My, 1) this condition number increases only (very) slowly if the grid size
decreases.

We realize that although some first theoretical results are given in this paper, we
are still far from a complete theoretical convergence analysis of Gauss—Seidel meth-
ods applied to linearized discrete one dimensional Euler equations. The theoretical
analysis presented supports the numerical observation that for many subsonic and
transonic one dimensional linearized Euler equations the SGS method is a (very) ef-
fective preconditioner. However, as already noted above, in the one dimensional case
a direct solver is the best choice. In two and three dimensional problems, however,
block-Gauss—Seidel techniques or other basic iterative methods (ILU) combined with
Krylov subspace methods can result in very efficient solvers [3, 4, 6, 19]. Clearly, in
higher dimensions flow has many directions to go and the relation between a Gauss—
Seidel-type splitting and direction of flow becomes much more complicated. This
then makes the analysis of this class of iterative methods much more difficult, as in
the one dimensional case. We do not claim that our analysis can easily be applied
to the much more interesting higher dimensional case. Nevertheless, starting from
the results presented in this paper we do see some possibilities for the analysis of a
two dimensional problem. These are briefly discussed in Remark 3 at the end of the

paper.

2. The one dimensional nozzle flow and its discretization. We consider
the stationary quasi—one dimensional Euler flow in a channel of varying cross section
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S(z) (x € R). This problem can be modeled by the equations (cf. [11, 21])

d(puS) _
de 0’
d(pu?S+pS) ds
dx =Pz
d(puHS) _
dx - 0’

with density p, velocity u, pressure p, and stagnation enthalpy H = E + %. Further
relations are

1
B=ct i, p=(y-Dype
Here e denotes the internal energy and < is a gas parameter (ratio of specific heats;

v = 1.4 for air). As unknowns one can take the primitive variables V := (p, u,p)T. We
introduce the conservative variables U, the source term Qg, and the flux function f:

(%5} 14 0 0 R
U=|u|=58{pu]|, QsU):=|F|=[0O-1(us—32)4es],
ug3 pE 0 0
pu 12
) =5 puttp| = | 3B=NE+ G =D
= pu +p| =12 YL Y ) 3
puH YR =gy 1)33

In compact form the problem can be represented as

(2.1) f(U)z = Qs(U).

Note that for S(z) = 1 we obtain the homogeneous one dimensional Euler equations.
Formulas for the transformation between the primitive variables V' and the conser-
vative variables U are known (cf. [11]). Important quantities are the speed of sound
c = (’ypp_l)% and the Mach number M = uc™!.

following nozzle with throat at = = 1:

In our experiments we take the

141 (1 - L@ +4)° for 0<a<1,
(2.2) S(x) = 12( 15( )2
1+3(1—f(z+4) for 1<z <4

Nozzle flows are well-known test cases for steady-state computations (cf. [11, 13]).
By specifying certain problem parameters (inflow Mach number and critical throat
section), the problem (2.1) can have several types of solutions: a smooth subsonic
flow, a smooth hypersonic flow, a transonic flow without shocks, or a transonic flow
with shocks. Moreover, these solutions depend on only one parameter (for example,
the Mach number M = M(x)), and a simple procedure for computing the exact
solution of the continuous problem is available (cf. [11, section 16.6.4]). For two cases
the function & — M () corresponding to the exact solution of the problem (2.1), (2.2)
is shown in Figures 2.1 and 2.2. In Figure 2.1 we have a smooth subsonic flow with
critical throat section S* = 0.5. The solution in Figure 2.2 corresponds to a transonic
flow with a critical throat value S* = 1, which equals the throat value S(1), and a
shock at z = 3.
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Mach number

05 1 15 2 25 3 35 4 0 05 1 15 2 25 3 35 4

Fic. 2.1. # — M(x) for a smooth sub- Fi1G. 2.2. z — M (z) for a transonic flow
sonic flow. with shock.

We now outline the numerical solution method for this test problem (for which
the exact solution is available). We consider only problems with subsonic inflow and
outflow conditions (0 < M(0) < 1 and 0 < M(4) < 1). For the boundary conditions
we prescribe values for p and u at the inflow boundary x = 0, and for p at the outflow
boundary x = 4. We use a uniform grid x; = ih, 0 < ¢ < n + 1, with a mesh size
h=4/(n+1). We introduce the discrete unknowns

Ul(.’bz)
Ui = ’LLQ(LL'Z‘) y U :=

(Ui)0<i<n+1'
U3(.’EZ‘) T

For the discretization at the boundaries we use compatibility relations as discussed
in [11, section 19.1.2]; i.e., at the inflow boundary we discretize with one-sided differ-
ences the equation (u — ¢) (4% — i%) = ucH2S that corresponds to the left-going
characteristic. Similarly, the two right-going characteristic equations at x = 4 are
discretized using one-sided differences. Together with the prescribed boundary values

this yields equations

(2.3) Fy: R® — R3, Fy(Up,Ur) =0,
(24) Fn+1 R — Rg’ Fn+1(Una Un+1) =0.

For the discretization in the interior grid points we use an upwind method based on
the Van Leer flux vector-splitting (see [11, 28]):

fV)=f(V)+f(V),

1
(2.5) V)=l | U 1< m<,
de (y=1)ut20)?
2(y2-1)

fr=0 if M<—-1, fr.=f if M>1.

We use backward differences for the approximation of f*(U),, and forward differences
for the approximation of f~(U),. This yields the equations
(2.6)

Fi(Ui—1,Us,Uiyr) i= —f T (Uimr) + [H(U) = 7 (U) + £~ (Uig1) = hQs(U;) =0
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for i = 1,...,n. The equations (2.3), (2.4), and (2.6) yield a nonlinear system of
equations

(2.7) F: R3F2) L R3+2) - p(U) = 0.

For the iterative solution of this problem we apply the Newton method. The Jacobian
matrices DF(U) € R3("+2)x3(n+2) have a block-tridiagonal structure. Hence, the lin-
ear systems in the Newton iteration can be solved efficiently using a direct method.
The main topic of this paper is the analysis of block-Gauss—Seidel iterative methods
applied to these linear systems. We emphasize that we do not suggest using such
a Gauss—Seidel method as an efficient solver in this one dimensional setting. The
analysis for the one dimensional case is a first step towards a better theoretical un-
derstanding of basic iterative methods applied to two or three dimensional linearized
Euler equations.

3. Numerical experiments. In this section we show results of a few numer-
ical experiments which illustrate some interesting phenomena related to the rate of
convergence of block-Gauss—Seidel methods. Let Uj be the solution of the discrete
problem (2.7). We consider the linear system

(3.1) DF(U%)v =b.

In the experiments we take b = (1,..., 1), and for the starting vector in the iterative
method we use v¥ = 0. It turns out that in many cases (often due to the treatment
of the boundary conditions) the block-Gauss—Seidel method does not converge. It
turns out, however, that the method is a (very) good preconditioner. Hence, we
use the block-Gauss—Seidel method in combination with a Krylov subspace method.
We choose the GMRES(m) iterative method. Experiments with BICGSTAB yielded
similar results.

We use the LGS and SGS methods. In the GMRES method we make a restart
after m = 20 iterations. The choice m = 20 is rather arbitrary, however; for other
values of m € [10,40] we observe similar phenomena. We use the GMRES(m) im-
plementation in MATLAB. In a first experiment, as a comparison for other results,
we consider a standard very simple model problem. We take the one dimensional
diffusion equation —u,, = g discretized by second order differences. This results in
an n x n tridiagonal matrix tridiag(—1,2, —1). For different n-values the convergence
history of the SGS-GMRES(20) iterative solver applied to this problem is shown in
Figure 3.1. For the linearized compressible Euler equations (3.1) we show results for
the following problems.

Problem 1. We consider a problem with a smooth subsonic solution, as shown
in Figure 2.1. The convergence history of the SGS-GMRES(20) method is shown in
Figure 3.2.

Problem 2. We take a smooth subsonic flow with larger Mach numbers than in
Problem 1. The solution is shown in Figure 3.3 (with critical throat value S* = 0.85).
The corresponding convergence history is presented in Figure 3.4.

Problem 3. We consider a transonic flow with a shock, as shown in Figure 2.2.
The convergence behavior of the SGS-GMRES(20) solver is shown in Figure 3.5. If
instead of SGS we use the LGS preconditioner, we obtain the results in Figure 3.6.

From these experiments we observe that in all three problems the rate of conver-
gence of the SGS-GMRES(20) method is (much) higher than for the one dimensional
discrete Poisson equation. We also see that in Problem 2 (subsonic flow with rela-
tively high Mach numbers) the rate of convergence is much higher than in Problem
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L L L
200 300 400 500 600 700
number of GMRES iterations.

Fic. 3.1. SGS-GMRES(20) method ap-
plied to a one dimensional Poisson equation.

Mach number

Fic. 3.3. Problem 2: x — M(x) for a
smooth subsonic flow.
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number of GMRES iterations

Fic. 3.5. Problem 3: SGS-GMRES(20)
method for the transonic flow in Figure 2.2.
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Fi1G. 3.2. Problem 1: SGS-GMRES(20)
method for the subsonic flow in Figure 2.1.

residual

10 15 20
number of GMRES iterations

FiG. 3.4. Problem 2: SGS-GMRES(20)
method for the subsonic flow in Figure 3.3.

residual

0 100 200 300 400 500 600 700 800
number of GMRES iterations

Fi1G. 3.6. Problem 3: LGS-GMRES(20)
method for the transonic flow in Figure 2.2.

1. In the case of the transonic flow in Problem 3 the rate of convergence of the
SGS-GMRES(20) method is even higher. We also note that the results presented in
Figures 3.4 and 3.5 show a weak dependence of the rate of convergence on the mesh
size h. Finally note that in Problem 3 the LGS-GMRES(20) method is much slower

than the SGS-GMRES(20) method.
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In the next section we present an analysis which yields some theoretical results
on the quality of the block-Gauss—Seidel preconditioner. These theoretical results
yield a better understanding of the convergence phenomena that are observed in the
numerical experiments above.

4. Convergence analysis of the block-Gauss—Seidel method. For the (block)
Gauss—Seidel method many convergence results are known in the literature (e.g., see
[1, 2, 7, 8, 23]). These results apply to certain classes of matrices, like, for example,
symmetric positive definite matrices or M-matrices. We did not find a convergence
analysis which yields a satisfactory result when applied to the linearized discrete one
dimensional Euler equations. In this section we present an analysis that partly fills
this gap.

For the theoretical analysis we consider the homogeneous Euler equations f(U), =
0 with a constant solution (p(x),u(x),p(x)) = (p,u,p) =: V for all z. We consider
only data with

(4.1) p>0, p>0, Me(0,1), =14

The corresponding solution vector in conservative variables is denoted by U*. The
Van Leer discretization method as described in section 2 results in a nonlinear system
as in (2.3), (2.4), (2.6) with Qg = 0. The treatment of the boundary conditions (first
order accurate) is such that

FO(Ugan):Ov FTL+1(U:;’U:‘Z+1):O

holds. Hence, the discrete problem has the constant solution U (x;) := U*(x;), i =

0,...,n+ 1. To avoid technical complications related to the specific treatment of
the boundary conditions we consider the nonlinear system in the interior points only;
i.e., as unknowns we take U = (Uy,...,U,)T € R3", and the system of nonlinear

equations is given by

(4.2)
Fi(Uy,U2) := fH(U1) — f~(U) + £~ (U2) = FH(UF),
Fi(Ui—1,Ui,Uigr) = =T (Uic1) + [T (Us) = f~(U) + [~ (Uiz1) =0, 2<i<n-—1,
Fn(UnflaUn) = _f+(Un71) + er(Un) - fi(Un) = _fi( 7;’Lk+1)’

The vector Uj (z;) = U*(z;), i = 1,...,n, is a solution of this nonlinear system of
equations. The Jacobian system

(4.3) Av=Db, A:=DF(U;)cR¥"*3n
has a block-tridiagonal matrix

(4 4) A= blocktridiag(—A+, A+ — Ai, Ai)lgign,
' AT = DfH(U;) e R¥3 A~ = Df(U}) € R¥*3.

The eigenvalues of A* are denoted by )\f, i = 1,2,3. The Van Leer splitting has

been constructed in such a way that both AT and A~ have one zero eigenvalue:

A = Al = 0. The other eigenvalues A\j, A\ of A* and A\;,\; of A~are strictly

positive and strictly negative, respectively. For these eigenvalues explicit formulas in

terms of ¢ and M are known [11, 28].
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Using MAPLE, one obtains

3
det(AT — A7) = %(MG — 15M* + 3M2 + 11).

The polynomial in M on the right-hand side has no zeros for M € (—1,1). Hence
(cf. (4.1)) the matrix AT — A~ is nonsingular. The matrix

(4.5) B=B(U}) = —(A* — A7) A~

plays an important role in the analysis. From ker(B) = ker(A~) and ker(I — B) =
ker(A™) it follows that

(4.6) o(B) ={1,0, u(p,c, M) }.

Using MAPLE, an explicit representation for B can be obtained. The resulting for-
mulas are rather long and not relevant here. We note only that from these formulas
it immediately follows that B can be factorized as

(4.7) B=EB(M)E™', E =diag(l,c,c?),

with a matrix B(M) which depends only on M. Hence, the eigenvalue p of B in (4.6)
depends only on M. A further MAPLE computation yields a representation of an
eigenvector basis of the matrix B:

BX = Xdiag(1,0, u(M)),

1 1 1
M24+4M—5 M?—4M—5 6M
(4.8) X = M+9 M—9 i |,
TM3—7M?*4+5M+275  TM34+7M?*4+5M—275  16M>
14(M+9) 14(M—9) 7

1 M*—14M? +24M — 11
2 MA-14M?-11

(4.9) (M)

The function M — pu(M) is shown in Figure 4.1. An important observation is that
for a large range of Mach numbers M € [My, 1] the eigenvalue (M) is small (e.g.,
u(M) € [0,0.1] for M € [0.5,1]). The condition number of the matrix X is bounded
uniformly in M € [0,1]. The function M — || X|2||X |2 is given in Figure 4.2.

In the remainder of this section we analyze block-Gauss—Seidel methods applied
to the system (4.3). For any block-tridiagonal matrix C = blocktridiag(Cy, Cy, Cy)
we introduce the decomposition C = D — L — U with D := blockdiag(C}) and strictly
lower and upper triangular matrices L and U, respectively. We assume that the
matrix D is nonsingular and define the lexicographic and symmetric Gauss—Seidel
preconditioners:

WL =D -L, W2 :=(D-L)D (D -U).

Below, the symbol W is used to denote both WéGS and WgGS; i.e., statements
involving W hold both for the lexicographic and the symmetric block-Gauss—Seidel
preconditioner. We apply these preconditioners to the matrix A in (4.4). The block-
Gauss—Seidel methods are invariant under block-diagonal scaling, and thus the fol-

lowing result holds.
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L L T
0.6 0.7 08 0.9 1 42

L L L L
0 0.1 02 03 0.4 05 L L L L L L L L L
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Fic. 4.1. Function M — p(M). Fic. 4.2. Function M — || X||2]| X ~Y|2.

LEMMA 4.1. Define

A :=blocktridiag( — (I — B),I,—B), with B as in (4.5).

<i<n’
Then for the block-Gauss—Seidel preconditioner we have
WL'A =W 1A

We apply a further transformation with the well-conditioned eigenvector basis X
of the matrix B. For this we introduce

1 0
X := blockdiag(X)i1<i<n, E :=blockdiag |0 ¢ 0 , = (fypp—l)%
0 0 ¢ 1<i<n
LEMMA 4.2. Define
. 0 0 1 0 1 0
A := blocktridiag | — 1 , 1 . — 0 € R33N,
0 1—p 0 1 0 W

with = w(M) as in (4.9). Then
W,'A = EXW 'AX"'E™!

holds.
Proof. This follows from

A =EXAX'E7!, W;=EXW X 'E7

and the result in Lemma 4.1. |

From Lemma 4.2 it follows that o(W,'A) = U(W;A). However, it is well
known that in a setting with strongly nonnormal matrices the eigenvalues (spectral
radius) are in general not a good measure for the rate of convergence of an iterative
method (cf. [8, 23]). Because the blocks in the block-tridiagonal matrix A are diagonal,
this matrix represents three decoupled systems of dimension n, and a block-Gauss—
Seidel method applied to A is the same as a point Gauss—Seidel method. To make
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this more precise we introduce for H = D — L — U with D = diag(H), L and U
strictly lower and strictly upper triangular matrices, respectively, the point Gauss—
Seidel splittings

GEGS =D-L, G} :=D-L)D(D-1).
The symbol Gy is used to denote both GEZS and GZFS. Let P € R33" be the
permutation matrix given by
(Px)k+3(i71) = T(k—1)n+i> k= 17 27 3a 1= 17 cee N
We introduce the tridiagonal n x n-matrices

(4.10)

From the result in Lemma 4.2 one obtains the following.
LEMMA 4.3. The following holds:

E'W,'AE = XPQP 'X !
Q 0 G :L” 0
with Q = Q. = G;'L
0 Qs 0 G;'T

We now consider a Krylov subspace method applied to the matrix WzlA. Let
P be the space of polynomials of degree less than or equal to k and P} := {p €
Pr|p(0) = 1}. A Krylov subspace method can be described by a corresponding
polynomial p;, € Pj;. Based on the result in Lemma 4.3 we use the problem dependent
scaled Euclidean norm

Iyle =B yl2, yeR™

Let k2(C) := ||C7!|2]|C|l2 be the spectral condition number. From Lemma 4.3 it
follows that

k2 (X) TPk (Q) 2 < llpk(W ' A) |5 < k2 (X)Ip(Q) 2.

Since ko(X) is independent of n and uniformly (w.r.t. M) bounded, the quantity
llpk(Q)|l2 is a reasonable measure for the rate of convergence of the Krylov subspace
method applied to WEIA. We therefore consider

4.11 = ; .
(411) Ipe(@) = mas, [(Q)
In order to derive bounds for ||pi(C)|l2, C € R™, one usually makes the natural
assumption that the symmetric part of the matrix C is positive definite. This as-
sumption is satisfied in our case.

LEMMA 4.4. The following holds:

1 . " .
iAmin(Qi + QZT) := min{ yTQiy|y eER™ |lylla=1}>0 for i=1,2,3.
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Proof. Note that for the LGS and the SGS methods we have
T-G7' Tl <1, [I-GZ'T <L

From this it follows that

1 _ 1 _ 1 _
p (I — §(GT1T + (GTlT)T)) < 5“1 - GTITHOO + 5”1 - G’TlTH1 <1

and thus
1
)\min <2(Q3 + Q3T)> > 0

Similar arguments can be used to prove the results for i = 1 and i = 2. a

In the literature one can find analyses in which for several classes of Krylov
subspace methods, under the assumption that the symmetric part of C is positive
definite, bounds for ||px(C)||2 in terms of the quantity

ICll2

(4.12) £(C) = T (© 1T

are derived (cf. [9, 10, 22]). These bounds are in general very pessimistic but indicate
that if £(C) is “small” (i.e., close to one), one can expect fast convergence of the
Krylov subspace method applied to C. Another interesting quantity related to the
rate of convergence is the spectral condition number k2(C). Note that

1 < ry(C) <£(C)
holds. Based on this and on the result in (4.11) we take

Emax = 112?%(35(Q1)7 Rmax ‘= 121?3}(3 HQ(Qi)

as measures for the quality of the block-Gauss—Seidel preconditioner.
We now distinguish between the LGS and SGS methods.
THEOREM 4.5. For the lexicographic block-Gauss—Seidel method we have

(4.13) G =G %5, uue = max{€(Q1),6(Qa)},  Aumax = max{ £2(Qu), k2(Qa)}.
For the symmetric block-Gauss—Seidel method we have
(4.14) G =G G =£(Qs),  Fmax = K2(Qa).
Proof. For the LGS method we have
Gyr=1I Gr=1L,
and for the SGS method
G,r=L" Gp,=L.

Hence Qg = I for the LGS and for the SGS methods, and Q; = I for the SGS
method. |
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Fic. 4.5. (GL'T) for Gp = GG, Fic. 4.6. ko(GL'T) for Gy = GEGS,

In Figures 4.3 and 4.4 for the SGS method the dependence of k2(Q3) = #2(G7'T)
on p and n is shown.

From these figures and the result in (4.14) it follows that for u € (0, o) with
o K % the function n — Kkmax(n) increases only slowly. Hence, for “small” p-values
the SGS-preconditioned matrix has a corresponding kpax-value which is small, even
for “large” n-values. Now note that the dependence of p on the Mach number M is
as in (4.9) (Figure 4.1), and thus for a large range of Mach numbers M € [Mj, 1] the
corresponding p(M)-values are (very) small, and thus the condition number K,y is
small, too. In Figure 4.5 for the SGS method we show, for small p-values, the de-
pendence of &q0 = & (G;lT) on 4 and n. Note that for small y-values the function
n — Enaz(n) increases slowly, too. These observations yield some theoretical expla-
nation of the fast convergence of the SGS-GMRES(20) method in Problems 1 and 2
as compared to the diffusion problem (cf. Figures 3.1, 3.2, 3.4), and of the fact that
in Problem 2 (Figure 3.4) the rate of convergence is much higher than in Problem 1
(Figure 3.2).

For the LGS method the term £(Q1) in (4.13) has to be taken into account. For
this term we have

N 7 PR
€Qu) = - T ~4(7)

which is, independently of u, large if n is large. This gives a theoretical justification of
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the intuitive conjecture that for a subsonic or transonic one dimensional flow problem
with characteristics going in both directions the SGS method should perform (much)
better than the LGS method (cf. also the large difference in the rates of convergence
in Figures 3.5, 3.6).

The result in (4.14) relates the quality measure Kmax of the SGS-method to the
condition number k3(G;'T). The behavior of the function (j,n) — #o(G7'T)
is shown in Figures 4.3 and 4.4. An important observation is that for “small” u-
values these condition numbers are small. The same holds for the LGS method (cf.
Figure 4.6). One can derive (fairly sharp) bounds for xo(G7'T), which show the
dependence of this condition number on n and p. Here we present such a result for
the simplest case, namely for the LGS method. For completeness a proof is given in
the appendix. A similar result can be shown to hold for the SGS method.

THEOREM 4.6. Let G = GLES be the LGS preconditioner for the matriz T =
T, € R*"*". For the condition number of the preconditioned matriz the following
holds for p € [0, &]:

G TlT 6 < (1 min (1)) (2 (M ns 0 ),

h 1—2u \h 1—2u6, vh
with h = 1 , 0,=minq1, 1-2u1 .
n+1 8u h

Remark 1. In our model problem we are interested in the case pu < % (e.g.,

p € (0,0.1)) and h < 1. For this case we have ¢, = 1, and we obtain the following
bound for the condition number:

2(14£)% if

G IT|5|IT'Gs <
| [l2]] ||zw{4(1+z) £

S

> 1.

This bound clearly shows that for small p there is (at worst) only a slow growth in
the condition number as a function of n = h=! — 1.

Remark 2. We briefly comment on the very high rate of convergence of the SGS-
GMRES(20) method for the transonic flow problem in section 3 (Figures 2.2 and
3.5). In part of the domain the flow is supersonic (M > 1), and in another part
of the domain the flow is subsonic with Mach numbers M € (0.6,1). The upwind
discretization in the supersonic part of the domain results in a block lower triangular
matrix. Hence in this part of the domain the information is propagated exactly by
the symmetric block-Gauss—Seidel method. In the subsonic part of the domain the
Mach numbers are > 0.6, and thus the corresponding p(M)-values lie in the interval
[0,0.05]. The analysis in this section shows that in such a case if we freeze the
coefficients, the SGS method can be expected to be a very effective preconditioner.
At the “critical” points + = 1 and x = 3 we do not have a smooth behavior, and
this results in a low dimensional subspace in which the Gauss—Seidel preconditioner
may perform relatively poorly. Due to its very low dimension the error components
in this subspace can be reduced effectively by the GMRES method. These arguments
give some heuristic explanation of the convergence behavior shown in Figure 3.5. A
rigorous analysis for the transonic case is still lacking.

Remark 3. We briefly comment on possible topics for further research towards
two dimensional problems. Consider a stationary two dimensional FEuler equation
that is discretized on a uniform square grid using the Van Leer flux vector-splitting
method. The resulting nonlinear problem is linearized at the discrete solution. For
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the analysis we assume that V' = (p,u,v,p) is constant as a function of the space
variable. In stencil notation the discrete problem has the structure (cf. (4.4))

B-
(4.15) —At At —-A"+Bt-B- A~

_pB+

with A*, B* € R***. For the Mach numbers in one direction we use the notation
M, =%, M, := %. We consider only M, > 0, M, > 0.

In the supersonic case M, > 1,M, > 1 we have B~ = A~ = 0, and thus the
matrix is block lower triangular. Hence the block-Gauss—Seidel method is a direct
solver.

For the supersonic case M,, € (0,1), M,, > 1 we have that B~ = 0, and thus the -
line block-Gauss—Seidel method is a direct solver. To analyze convergence properties
of the symmetric block-Gauss—Seidel method (which is not a direct solver) one has to

investigate the SGS method applied to the matrix
blocktridiag(—A*T , AT — A~ + BT, A7).

This corresponds to a one dimensional problem, and thus for the analysis one can
try to use the same approach used in section 4. Note, however, that the matrix
At € R4 differs from the one in (4.4).

For the subsonic case M,, = M, € (0,1) one has nice symmetry properties. We
have PB* = A% with a simple permutation matrix P. Hence properties of the matrix
corresponding to (4.15) essentially depend only on those of AT and A~. Suitable
transformations (as in section 4) based on the known eigenvector bases of A* may
help to determine some of these properties.

Appendix. Proof of Theorem 4.6. In this appendix we give a proof of the
result in Theorem 4.6. We consider the tridiagonal matrix T = T, as (4.10) with
1 € (0, 3), and for the preconditioner we take the LGS method:

G = tridiag(—(1 — p),1,0) € R™*".

In Figure 4.6 we showed the numerically computed values of the function (u,n) —
ko(G™IT). In this section we derive a rigorous (sharp) bound for this condition
number, which shows its dependence on p and h =1/(n + 1).

We use the notation

S = - ceR™™  W=1-8T.
.
0

LEMMA A.1. The following holds:
|IG™'T|l2 < 1+ min {%, 1} .
Proof. Using T = G — uS, we obtain

[G™'T|ls = [T — uG 'Sy < 1+ p(|GT'S[|n[|GIS|1)?

n—1
<T4pYy (1—m* <1+minfun, 1},
k=0
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and thus the result of this lemma holds. |

We now derive a bound for | T~1Gl||. First we note that T = G —puS is a weakly
regular splitting; i.e., G™' > 0 and £G~'S > 0 hold. Moreover, T~ > 0 holds, and
thus pup(G~1S) < 1. From this we obtain that T~1G is a positive matrix:

TG =(I-pGT'S) T =) (uGTIS)"
k=0

In our analysis we use the numerical radius
r(A) := max{ [x" Ax||x € C",||x|2 = 1}.
We also use the following properties:
[A[l2 < 2r(A),
r(A) = %p(A +AT) if A>0.

Using G =1 — (1 — p)ST = W + uS7 we get
TG, < 2r(T7'G) = p(T7'G + GTTT)
=p((T7'W+ WTT™T) 4 (T'8" + ST 7))
(A1) <p(T*W 4+ WIT™T) 4 pp(T718T 48T 7).

In the following two lemmas we derive bounds for the two terms in (A.1).
LEMMA A.2. The following holds:

pp(T ST +ST-7) < 12};#%,
with 6, := min {1, L ;/fuill} .
Proof. Note that
(A.2) p(TIST +8T™") < T7'ST + ST |oo < T oo + IT77 e

We derive a bound on ||T7!||, using T~ > 0 and an appropriate barrier function.
The difference operator corresponding to T is given by

(T)es

i

=p[-1 2 —1f;, + (1 —2p)[-1 1 0,

= (1—-2u)h (;2[—1 2 — 1, + 1[—1 1 0]zi> ;

with ; = ih, 0 <i<n+1,and € = % € (0,00). To obtain a suitable barrier

function we consider the boundary value problem

>

—eu’(z) +d'(z) =1, x€(0,1), wu(0)=u(l)=0,

with solution given by
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For z € (0,1) and m > 2, a(™)(z) < 0 holds. Using this, it follows from a Taylor
expansion that

[T]eu > (1= 2p)h(— et (z;) + @' (2:)) = (1 —2u)h.
From this and the fact that T is inverse positive we obtain

1%l s, [0,1]

T < .

We introduce the notation z. := e(exp(1) — 1). A simple computation yields that on

[0, 1] the function @ attains its maximum at z = ¢ln 2., and this maximum is given
by

[]loo fo,1] = e(In 2ze + 21 = 1) =2 me).
On (0, 00) the function € — m(e) has the following properties:

limm(e) =1, m'(e) <0, lim m(e) =0,

el0 e—00

1
limem(e) =0, (em(e)) >0, lim em(e)= .
€10 e—00 8

It follows that

and thus

1
~1
o < ———0,.
The same bound can be derived for | T~7| if one uses the (adjoint) equation —eu —

u’ = 1. These bounds in combination with (A.2) prove the result. a
LEMMA A.3. The following holds, with 6, as in Lemma A.2:

=

p(T7'W + WIT™T) < 25“<1+”5“h>.
1—2u 1—2u+ ud,

Proof. We use the notation

= 1” L 1=(L....,)TeR", e =(1,0,...,0)7 €R",

=(I-¢&S)” 117 y=(1I- EST)*lel — (1’€7§2’ o 757171)7‘7

n-1
_ _ k RS
ﬁ—||Y||1—k§:05 T e
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Note that

T'W=(W-puS-87)""W=(T-puW(S-87))""

1

=(I—pI+S- lelT))_1 = H(I —£S+¢1eh) 7t
1 1
= E(I +éxel ) TTI—¢S) 7t = E(I —mxel)(I—-¢8)7!
= ﬁ((I —£8)7! — TxyT).
Using
1T~ £8) 12 < (T~ £5) ool X~ £8) M 11)* = 6.
Ix[l2 < (T = €8) 7" l2]| 1|2 < Bv/n < Bh7 7,
Iyllz < IX=£€S)" 2]ledll2 < 5,
we obtain

p(T7'W + WIT™T) =

L—p
2 -
< 7= (10 =€8)7 2 + lixllzlly )
20 6 1)
A3 < 1+ h™z2 |}.
) _1—u( 1+&8
We use
1 1- 1-2
B <ming ——,n, < B rin 1, Hp—1
1—¢ 1—2p 1—p
1- — _
< P nin 1,1 2“]1_1 _ 1 'uéu
1=2p 81t 1—2u
Hence
2 26
(A4) 26 2
1—p 1-2u
holds. Finally, note that
L_g 5
(A.5) £6 N T 1oy

1+60 = 1+ 426, 1—2p+ub,

Combination of (A.3), (A.4), and (A.5) yields the result. o
Substitution of the results of Lemmas A.2 and A.3 into (A.1) yields

_ 26 I o 1
TGy < —~— +1+">.
| lo< =5, (h 1= 2u+ b, v/

p((I—¢€8) ™+ @X—¢8T) ' —r(xy” +yx"))

Combination of this result with the result of Lemma A.1 shows that the inequality in

Theorem 4.6 holds.
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