FINITE ELEMENT METHODS FOR A CLASS OF CONTINUUM MODELS FOR IMMISCIBLE FLOWS WITH MOVING CONTACT LINES
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Abstract. In this paper we present a finite element method (FEM) for two-phase incompressible flows with moving contact lines. We use a sharp interface Navier-Stokes model for the bulk phase fluid dynamics. Surface tension forces, including Marangoni forces and viscous interfacial effects, are modeled. For describing the moving contact lines we consider a class of continuum models which contains several special cases known from the literature. For the whole model, describing bulk fluid dynamics, surface tension forces and contact line forces, we derive a variational formulation and a corresponding energy estimate. For handling the evolving interface numerically the level-set technique is applied. The discontinuous pressure is accurately approximated by using a stabilized extended finite element space (XFEM). We apply a Nitsche technique to weakly impose the Navier slip conditions on the solid wall. A unified approach for discretization of the (different types of) surface tension forces and contact line forces is introduced. Results of numerical experiments are presented which illustrate the performance of the solver.
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1. Introduction. Two-phase flows with moving contact lines (MCL) are very common in nature and industry, e.g. droplet spreading, coating flows and two-phase flows in porous media. It is well-known that the standard no-slip boundary condition will cause non-physical infinite dissipation near the moving contact line [21]. There are several ideas on how to resolve this dissipation singularity. A very popular approach is to use slip type boundary conditions close to the contact line [8]. Another possibility is to assume some thin layer of surface flow [41]. Yet another approach is to use a diffuse interface model coupled with a no-slip boundary condition [23, 54]. Besides these basic approaches there is a wide range of other MCL models available [27, 29, 10, 45, 48]. For an efficient and accurate simulation of such MCL models, computational approaches that are used for two-phase flows without contact lines have to be adapted to the MCL situation [32, 46, 10, 13, 4, 49, 47, 14, 52, 40].

In this paper we only consider sharp interface models and bulk fluids with the standard Newtonian stress tensor. We consider a class of sharp interface continuum models. This class is characterized by constitutive laws for the interface stress tensor $\sigma_\Gamma$ and “effective wall and contact line forces” $f_S$, $f_L$. The constitutive laws that we use are taken from the literature. For $\sigma_\Gamma$ we consider not only the “clean interface model” but also models that include Marangoni effects and viscous behavior (Boussinesq-Sriven) of the interface. The effective wall force $f_S$ is closely related to a free-slip boundary condition on the sliding wall. The effective contact line force $f_L$ results from an energy dissipation model.

Related to numerical simulation, special difficulties in this class of flow problems are the following. Due to the surface stresses the pressure is discontinuous across the (moving) interface $\Gamma$. The surface stress tensor $\sigma_\Gamma$ is localized on the interface and
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depends on the curvature of $\Gamma$. Often $\Gamma$ is only implicitly known (level set technique) and an accurate numerical approximation of $\sigma_\Gamma$ is a difficult task. The effective contact line force $f_L$ is localized on the moving contact line. An accurate numerical approximation of these surface and line forces, which is of major importance for the accuracy of the fluid dynamics simulation, is difficult to realize. Finally, the effective wall force $f_S$ induces a free-slip boundary condition and an accurate and flexible handling of this boundary condition is not straightforward.

In many papers on moving contact lines, one uses numerical simulations for relatively simple model problems to validate the modeling approach or to illustrate certain physical phenomena, e.g., [7, 24, 31, 55, 43, 53]. In those papers the focus is not on the numerical simulation methods. Other papers consider one particular numerical method, often for a restricted small class of specific models [1, 10, 14, 46, 49]. There are only very few papers which treat finite element discretization techniques specifically designed for MCL problems, e.g., [12, 11, 25, 51].

In this paper we restrict to a (large) class of two-phase sharp interface models in which the interface and MCL modeling is based on constitutive laws for the interface stress tensor and for effective wall and contact line forces. The main contributions of this paper are a general variational formulation of this class of problems and the treatment of an efficient level set based finite element discretization method. More specifically, we will treat the following topics:

- The interface and boundary force balances that occur in the strong formulation of the model can all be treated as natural conditions in the variational framework. This leads to a one-fluid variational problem with a relatively simple structure, cf. (3.7). This formulation determines implicitly the moving interface and the corresponding dynamic (apparent) contact angle. For this variational formulation we derive an energy decay property.
- For tracking the implicit interface a level set method is used. In this method, on the sliding wall one does not need any special boundary conditions for the level set function.
- In the variational formulation there are surface and contact line functionals ($f_r$ and $f_L$ in (3.7)), resulting from the natural interface and boundary conditions. We treat a general approach for an accurate discretization of these functionals, based on a higher order finite element approximation of the level set function.
- To deal with the pressure discontinuity we use a stabilized XFEM. This method has recently been introduced and analyzed in [20] for a stationary two-phase Stokes problem. We apply this method to two-phase incompressible flow problems with a MCL. As far as we know, the stabilized XFEM has not been used for this problem class, yet.
- To enhance flexibility, the no-penetration boundary condition on the sliding wall is not treated as an essential condition in the finite element space but as a natural boundary condition using the Nitsche technique. This Nitsche method has recently been studied in [50] for treating the Navier boundary condition in a one-phase stationary Stokes problem. We are not aware of any literature in which this technique is applied to two-phase flows with MCL.

As already noted above, our aim is not the comparison and/or validation of certain continuum models for contact line dynamics, but to present a general variational setting to which level set and finite element techniques are applied. The level set method that we use is a standard one. The finite element method contains several
tailor-made components, as outlined above.

In this paper the performance of the level set based finite element solver is studied for relatively simple three-dimensional test problems. In future work, more difficult flows and modeling aspects will be studied.

The rest of the paper is organized as follows. In section 2, we outline the physical background and introduce a class of models in strong formulation. A corresponding variational formulation and an energy estimate for the solution of this variational problem are presented in section 3. In section 4 we very briefly treat the discretization of the level set equation and the reconstruction of the approximate interface. The three (new) numerical techniques mentioned above are explained in the sections 5, 6, 7. Results of numerical experiments are presented in section 9. In section 10 we draw conclusions and give an outlook.

2. Physical background and a sharp-interface model in strong formulation. We introduce a sharp-interface model for immiscible two-phase flow with a moving contact line. We consider an immiscible two-phase flow in a polygonal domain \( \Omega \subset \mathbb{R}^3 \). The time-dependent domains of each fluid are denoted by \( \Omega_1 := \Omega_1(t) \) ("fluid 1") and \( \Omega_2 := \Omega_2(t) \) ("fluid 2"). The evolving sharp interface between the two fluids is denoted by \( \Gamma(t) := \partial \Omega_1 \cap \partial \Omega_2 \). We assume that part of \( \partial \Omega \) consists of a plane, denoted by \( \partial \Omega_S \) ("sliding wall") that is in contact with both fluids, cf. Figure 2.1. The contact line is denoted by \( L \) and the normals on \( \Gamma \) and \( \partial \Omega_S \) are denoted by \( n_\Gamma \) and \( n_S \), respectively. The normal to \( L \) lying in \( \partial \Omega_S \) is denoted by \( n_L \).

We restrict to incompressible bulk fluids, and for the bulk fluid stress tensor \( \sigma = \sigma_i(x, t), i = 1, 2 \), we only consider the standard Newtonian model

\[
\sigma_i := -pI + \mu_i D(u), \quad D(u) := \nabla u + \nabla u^T, \quad i = 1, 2,
\]

with \( p \) the pressure, \( u \) the velocity, and \( \mu_i > 0 \) the constant viscosity of fluid \( i \). Mass and momentum conservation principles result in the standard Navier-Stokes equations for the fluid dynamics in the domains \( \Omega_i, i = 1, 2 \). The interaction between the two fluids and between the fluids and the wall is described using force balances. Below we first treat the fluid-fluid interface interaction and then the fluid-wall interaction. The latter includes the contact line modeling.

Fluid-fluid interface forces. There is extensive literature on sharp and diffusive interface models, cf. [44]. Here we restrict to sharp interface models. A standard technique [44] for the modeling of sharp interfaces is to introduce an interface stress
tensor $\sigma_\Gamma$, which acts only in planes tangential to $\Gamma$. Hence $\sigma_\Gamma$ has to fulfill the condition $P_\Gamma \sigma_\Gamma P_\Gamma = \sigma_\Gamma$, with the orthogonal projection $P_\Gamma := I - n_\Gamma n_\Gamma^T$. Let $\gamma$ be a small connected subset of $\Gamma$ with boundary $\partial \gamma$ and a normal $n_\gamma$ which is orthogonal to $\partial \gamma$ and tangential to $\Gamma$, hence $P_\Gamma n_\gamma = n_\gamma$. The stress tensor $\sigma_\Gamma$ models the contact force in the interface $\Gamma$, i.e., $\sigma_\Gamma n_\gamma$ is the force density on $\partial \gamma$ (and thus a force per unit of length). This interface (line) contact force induces an interfacial surface force in $\Gamma$ given by

$$f_\Gamma = \text{div}_\Gamma \sigma_\Gamma. \quad (2.2)$$

A model for $\sigma_\Gamma$ is based on the rheology of the interface [44, 36]. A standard constitutive law is given by $\sigma^0_\Gamma := \tau P_\Gamma$, with a (variable) surface tension coefficient $\tau > 0$, which may be a function of $x \in \Gamma$. If $\tau$ is constant this model corresponds to a “clean interface”. Models with a variable $\tau$, e.g., $\tau$ depending on a local surfactant concentration, lead to so-called Marangoni effects. A standard constitutive law to describe interfacial viscous forces is the following Boussinesq-Scriven model:

$$\sigma^{BS}_\Gamma = \sigma^0_\Gamma + \sigma^{visc}_\Gamma$$

$$\sigma^{visc}_\Gamma := \lambda_\Gamma (\text{div}_\Gamma u) P_\Gamma + \mu_\Gamma D_\Gamma(u), \quad D_\Gamma(u) = P_\Gamma (\nabla_\Gamma u + (\nabla_\Gamma u)^T) P_\Gamma \quad (2.3)$$

with $\lambda_\Gamma > -\mu_\Gamma$ and $\mu_\Gamma > 0$ the interface dilatational viscosity and interface shear viscosity, cf. [44]. Note the similarity to the bulk tensor model in (2.1). In the Newtonian stress tensor (2.1) the term $\text{div} u$ does not occur, due to the incompressibility assumption $\text{div} u = 0$. In general $\text{div} u = 0$ does not imply $\text{div}_\Gamma u = 0$. If the interface has visco-elastic behavior, the stress tensor $\sigma_\Gamma$ has to be adapted to this. The development of such visco-elastic surface stress tensors is an active and relatively new research area [36]. In the remainder of this paper we only consider interface stress tensors $\sigma_\Gamma \in \{\sigma^0_\Gamma, \sigma^{BS}_\Gamma\}$.

We expect, however, that the (numerical) methods that are treated can also be applied (with minor modifications) to problems with other interface stress tensors.

**Fluid-wall forces.** There is extensive literature on the modeling of dynamic contact lines, e.g., the review papers [5, 6, 31] and the references therein. One popular approach, used in e.g., [24, 1], is based on a direct relation between the contact line velocity and the dynamic apparent contact angle. Such a relation is derived in e.g., [8]. Another approach used in many papers, e.g., [7, 27, 28, 29, 30, 31, 42], is based on appropriate (virtual) dissipative effective forces on the wall $\partial \Omega_S$ and at the contact line $L$. In this paper we do not study the modeling quality of the different approaches. We restrict to the (large) class of models based on these effective forces. We outline the idea of such effective force models. The use of the conventional no-slip boundary condition $u = 0$ on $\partial \Omega_S$ results in a singularity for the stress and a non-physical divergence for the energy dissipation rate (“Huh and Scriven paradox” [21]). Instead, on the sliding wall $\partial \Omega_S$ one typically uses the no-penetration condition $u \cdot n_S = 0$ combined with a free-slip boundary condition, corresponding to a tangential dissipation force $f_{S,\text{diss}}(u)$. We restrict to the simplest case that this force depends linearly on $u$ and thus obtain the effective wall force:

$$f_S = f_{S,\text{diss}}(u) = -\beta_S P_S u \quad \text{on} \quad \partial \Omega_S, \quad (2.4)$$
with $P_S = I - n_S n_S^T$ the orthogonal projection on the plane that contains $\partial \Omega_S$. We assume $\beta_L \geq 0$ to be a given function, depending only on $x \in \partial \Omega_S$ (e.g., constant). At the contact line there is a wall surface tension force $(\tau_L - \tau_1) n_L$, with $\tau_1$ and $\tau_2$ the surface tension coefficient for wall-fluid 1 and wall-fluid 2, respectively. Using Young’s equation $\tau \cos \theta_c = \tau_2 - \tau_1$, with $\theta_c$ the static contact angle, this wall surface tension force can be reformulated as $(\tau_2 - \tau_1) n_L = \tau \cos \theta_c n_L$. Besides this contact line surface tension force, for a physically realistic model one introduces a further local (i.e., at the contact line) dissipation force $f_{L, \text{diss}}(u \cdot n_L)$ [29, 31, 7]. Again we assume the simplest case of a linear relation and thus obtain the effective contact line force

$$f_L = f_{L, \text{diss}}(u \cdot n_L) + \tau \cos \theta_c n_L = -\beta_L (u \cdot n_L) n_L + \tau \cos \theta_c n_L \quad \text{on} \quad L, \quad (2.5)$$

where $\beta_L \geq 0$ is assumed to be a given function, depending only on $x \in \partial \Omega_S$ (e.g., constant). The force $f_S$ is an area force density, whereas $f_L$ is a line force density. Note that both forces are in the plane that contains $\partial \Omega_S$, i.e. $P_S f_S = f_S$, $P_S f_L = f_L$. Clearly the quality of this type of model strongly depends on the choice of the (virtual) dissipative forces $f_{S, \text{diss}}$ and $f_{L, \text{diss}}$. For a motivation and validation of this ansatz based on effective forces, using thermodynamic principles, energy arguments and molecular dynamics simulations, we refer to the literature.

**Boundary conditions.** As mentioned above, on $\partial \Omega_S$ we assume the no-penetration condition $u \cdot n_S = (I - P_S) u = 0$. On the remaining part of the boundary $\partial \Omega_D := \partial \Omega \setminus \partial \Omega_S$ we assume no-slip boundary conditions: $u = 0$ on $\partial \Omega_D$. The results of this paper apply, with minor modifications, if on $\partial \Omega_D$ we consider inhomogeneous Dirichlet boundary conditions $u = u_D$ instead homogeneous ones, or if on part of $\partial \Omega \setminus \partial \Omega_S$ we have a natural boundary condition $-P I + \mu D(u) n_{\partial \Omega} = -p_{\text{ext}} n_{\partial \Omega}$.

**Model in strong formulation.** From mass conservation and the incompressibility assumption we obtain the equation $\text{div} u = 0$ in $\Omega_i$. With respect to momentum conservation, we assume that the only forces in the system are an external volume force (gravity) denoted by $g$, viscous contact forces in the bulk phases modeled by the stress tensor $\sigma$, interface area forces modeled by $f_t = \text{div}_t \sigma_t$ and the effective wall and contact line forces $f_S, f_L$, given in (2.4) and (2.5). Momentum conservation in a material volume contained in $\Omega_i$ results in

$$\rho_i \left( \frac{\partial u}{\partial t} + u \cdot \nabla u \right) = \text{div} \sigma_i + \rho_i g \quad \text{in} \quad \Omega_i,$$

where $\rho_i > 0$ denotes the constant density of the fluid in $\Omega_i$. Momentum conservation in a material volume that is intersected by $\Gamma$ (but not by $\partial \Omega_S$) yields the force balance

$$[\sigma n_{\Gamma}] = f_{\Gamma} = \text{div}_\Gamma \sigma_{\Gamma} \quad \text{on} \quad \Gamma,$$

with $[\cdot]$ the usual jump operator across $\Gamma$. Momentum conservation in a material volume with part of its boundary on $\partial \Omega_S$ (and no intersection with $\Gamma$) implies the force balance condition

$$f_S = P_S \sigma n_S = \mu P_S D(u) n_S \quad \text{on} \quad \partial \Omega_S. \quad (2.6)$$

Note that this condition, combined with the no-penetration condition $u \cdot n_S = 0$ is the usual Navier slip boundary condition on $\partial \Omega_S$. Similarly, using a material volume the boundary of which is intersected by the contact line, momentum conservation implies the force balance condition

$$f_L = P_S \sigma_L \tau_L \quad \text{on} \quad L,$$
where \( \tau_L = \frac{P_{\text{wall}}}{\|P_{\text{wall}}\|} \) is the normal to \( L \) that is tangential to \( \Gamma \).

To obtain a closed model, we need further conditions. From the assumption that there is no slip at the interface and both fluids are viscous we get \( \{u\} = 0 \) on \( \Gamma \). The immiscibility assumption leads to \( V_T = u \cdot n_T \), where \( V_T \) denotes the normal velocity of the interface. Summarizing we obtain the following two-phase sharp interface model

\[
\begin{align*}
\rho(\frac{\partial u}{\partial t} + u \cdot \nabla u) &= \text{div} \sigma + \rho g, \quad \text{in } \Omega(t), \quad i = 1, 2, \\
\sigma \Gamma &= \text{div} \tau \Gamma, \quad V_T = u \cdot n_T, \quad \{u\} = 0 \quad \text{on } \Gamma(t), \\
(I - P_S)u &= 0 \quad \text{on } \partial \Omega_S, \\
f_S &= P_S \sigma n_S \\
f_L &= P_S \sigma L \quad \text{on } L(t), \\
u &= 0 \quad \text{on } \partial \Omega_D.
\end{align*}
\]

For well-posedness we in addition need suitable initial conditions for the velocity \( u(x, 0) \) and the initial interface \( \Gamma(0) \). We are interested in the solution \( u(x, t), p(x, t) \) (and \( \Gamma(t) \)) of this model, for \( (x, t) \in \Omega \times [0, T] \).

**Remark 2.1.** We emphasize that there is still considerable freedom in the choice of the stress tensor \( \sigma \Gamma \) and the effective wall and contact line forces \( f_S, f_L \). In this sense (2.7)-(2.11) forms a class of sharp interface models. For special choices we relate the model above to specific models studied in the literature. For the choice \( \sigma \Gamma = \sigma^0 \Gamma \) we have, cf. [18],

\[
\text{div} \Gamma \sigma \Gamma = \text{div} \tau \Gamma = -\tau \kappa n_T + \nabla \tau
\]

with \( \kappa \) the curvature of \( \Gamma \). Hence, if \( \tau \) is constant the stress tensor jump condition in (2.8) takes the familiar form \( \{\sigma \Gamma\} = -\tau \kappa n_T \). For this choice \( \sigma \Gamma = \sigma^0 \Gamma = \tau \Gamma \) we have \( P_S \sigma \Gamma \tau_L = \tau P_S \tau L \) and thus the force balance in (2.10) takes the form

\[
\beta_L U_L = \tau(\cos \theta_c - \cos \theta) \quad \text{on } L(t),
\]

with \( U_L := u \cdot n_L \) the contact line normal velocity. For \( \beta_L > 0 \) this relates the contact line normal velocity to the uncompensated Young stress or out-of-balance interfacial tension \( \tau(\cos \theta_c - \cos \theta) \). Such a relation is studied in the literature on dynamic contact line modeling, e.g. [7, 29, 31, 30]. For \( \beta_L = 0 \) the relation in (2.12) combined with the Navier slip boundary condition in (2.9) form the so-called generalized Navier boundary condition (GNBC), which is treated in e.g., [15, 27, 28].

In this paper we do not address the (important) topic of modeling the contact line dynamics in two-phase incompressible flows. In particular we do not study which choices for the effective wall and contact line forces \( f_S, f_L \) are (most) appropriate for certain flow problems. We note, however, that the model (2.7)-(2.11) is a macroscopic model, which implicitly determines the movement of the interface and the contact line. There does not occur any (microscopic or apparent) dynamic contact angle in this model explicitly. The resulting moving interface \( \Gamma(t) \) induces an (apparent) dynamic contact angle \( \theta(x, t) \), which is the angle between the sharp interface \( \Gamma(t) \) and the wall \( \partial \Omega_S \), cf. Fig. 2.1. From this observation it follows that we can use a standard level set method for the interface capturing, cf. Section 4.

In the remainder we focus on an elegant variational formulation of the model (2.7)-(2.11) and a general level set based finite element method which has good efficiency and robustness properties.
3. Variational formulation. In this section we introduce a variational formulation of the model (2.7)-(2.11) introduced above. This variational formulation is simple in the sense that it is similar to the variational formulation of an incompressible one-phase Navier-Stokes equation. The reason why we obtain a relatively simple formulation is the fact that all the force balances used in (2.7)-(2.11) can be treated as natural boundary or interface conditions in the variational formulation.

This variational formulation forms the basis for the finite element discretization treated in the sections 5-8. We introduce function spaces

\[ X := \{ v \in (H^1(\Omega))^3 : v = 0 \text{ on } \partial \Omega_D, (I - P_S)v = 0 \text{ on } \partial \Omega_S \}, \]

\[ Q := \{ q \in L^2(\Omega) : \int_{\Omega} q \, dx = 0 \}. \]

Note that for \( u \in X \), the condition \( |u| = 0 \) in (2.8) and the boundary conditions \((I - P_S)u = 0 \) (no-penetration) in (2.9) and \( u = 0 \) (Dirichlet BC) in (2.11) are satisfied by definition of the space \( X \) (i.e., essential boundary conditions). It is well-known that the force balance \( f_S = -\beta_S P_S u = P_S \sigma n_S \) in the Navier boundary condition (2.9) can be treated as a natural boundary condition in the variational setting. We will see that the same holds for the force balances \( [\sigma n_F] = \text{div} \Gamma \sigma \Gamma \) (on \( \Gamma \)) and \( f_L = P_S \sigma_L \cdot \tau_L \) (on \( L \)).

It is instructive to give a derivation of the variational formulation. We multiply the Navier-Stokes equation in (2.7) by a sufficiently smooth test vector function \( v \) with \( v = 0 \) on \( \partial \Omega_D \) and integrate over \( \Omega_i \). We do the integration by parts

\[ \int_{\Omega_i} \text{div} \sigma_i \cdot v \, dx = -\frac{1}{2} \int_{\Omega_i} \mu_i D(u) : D(v) \, dx + \int_{\Omega_i} p \, \text{div} v \, dx + \int_{\partial \Omega_i} \sigma_i n_{\Omega_i} \cdot v \, ds. \]

The boundary \( \partial \Omega_i \) is split into three parts \( \partial \Omega_i \cap \partial \Omega_D \), \( \partial \Omega_i \cap \partial \Omega_S \) and \( \partial \Omega_i \cap \Gamma \). We have either \( \partial \Omega_i \cap \partial \Omega_D = \emptyset \) or \( v = 0 \) on \( \partial \Omega_i \cap \partial \Omega_D \). Hence \( \int_{\partial \Omega_i \cap \partial \Omega_D} \sigma_i n_{\Omega_i} \cdot v \, ds = 0 \).

On \( \partial \Omega_S \) we write \( v = P_S v + (v \cdot n_S)n_S \), and using the force balance in (2.9) we get

\[ \sum_{i=1}^{2} \int_{\partial \Omega_i \cap \partial \Omega_S} \sigma_i n_{\Omega_i} \cdot v \, ds = \int_{\partial \Omega_S} P_S \sigma n_S \cdot P_S v \, ds + \int_{\partial \Omega_S} (n_S \cdot \sigma n_S)(v \cdot n_S) \, ds \]

\[ = -\int_{\partial \Omega_S} \beta_S P_S u \cdot P_S v \, ds + \int_{\partial \Omega_S} (n_S \cdot \sigma n_S)(v \cdot n_S) \, ds. \quad (3.1) \]

We now restrict to \( v \in X \), hence \( v \cdot n_S = 0 \) on \( \partial \Omega_S \). Thus the second term on the right hand-side vanishes and we get

\[ \sum_{i=1}^{2} \int_{\partial \Omega_i \cap \Gamma} \sigma_i n_{\Omega_i} \cdot v \, ds = -\int_{\partial \Omega_S} \beta_S P_S u \cdot P_S v \, ds, \quad v \in X. \quad (3.2) \]

For the \( \partial \Omega_i \cap \Gamma \) boundary part we get, using the force balance in (2.8),

\[ \sum_{i=1}^{2} \int_{\partial \Omega_i \cap \Gamma} \sigma_i n_{\Omega_i} \cdot v \, ds = \int_{\Gamma} [\sigma n_F] \cdot v \, ds = \int_{\Gamma} \text{div} \Gamma \sigma \Gamma \cdot v \, ds. \]

Combining these results we obtain

\[ \sum_{i=1}^{2} \int_{\Omega_i} \text{div} \sigma_i \cdot v \, dx = -\frac{1}{2} \int_{\Omega} \mu D(u) : D(v) \, dx + \int_{\Omega} p \, \text{div} v \, dx \]

\[ -\int_{\partial \Omega_S} \beta_S P_S u \cdot P_S v \, ds + \int_{\Gamma} \text{div} \Gamma \sigma \Gamma \cdot v \, ds, \quad v \in X. \quad (3.3) \]
Note that for the case $\sigma_T = \sigma_T^{HS}$ we need more smoothness than only $u \in X$, since $\sigma_T$ contains a term $\nabla_T u$. We need sufficient smoothness of $u$ such that $(\nabla_T u)_{ij} \in L^2(\Gamma)$. In the derivation above, by using the integration by parts, the force balances in (2.9) and (2.8) are “included” in the bilinear form on the right hand-side in (3.3). We treat the line force balance in (2.10) in the same way, namely by applying integration by parts to the term $\int_\Gamma \text{div}_T \sigma_T \cdot v \, ds$ that occurs in (3.3). For any sufficiently smooth vector function $v$ the identity

$$\int_\Gamma \text{div}_T \sigma_T \cdot v \, ds = - \int_\Gamma \sigma_T : \nabla_T v \, ds + \int_\Gamma \sigma_T \tau_L \cdot v \, ds \quad (3.4)$$

holds. Using $v = P_S v + (v \cdot n_S)n_S$ and the contact line force balance in (2.10) we get

$$\int_\Gamma \sigma_T \tau_L \cdot v \, ds = \int_\Gamma P_S (\sigma_T \tau_L \cdot P_S v + (n_S \cdot \sigma_T \tau_L)(v \cdot n_S)) \, ds$$

$$= \int_\Gamma f_L \cdot P_S v \, ds + \int_\Gamma (n_S \cdot \sigma_T \tau_L)(v \cdot n_S) \, ds$$

$$= - \int_\Gamma \beta_L u \cdot n_L v \cdot n_L + \tau \cos \theta_e v \cdot n_L \, ds + \int_\Gamma (n_S \cdot \sigma_T \tau_L)(v \cdot n_S) \, ds. \quad (3.5)$$

For $v \in X$ we have $v \cdot n_S = 0$ and thus the third term in (3.5) vanishes. Hence we get

$$\int_\Gamma \text{div}_T \sigma_T \cdot v \, ds = - \int_\Gamma \sigma_T : \nabla_T v \, ds + \int_\Gamma \beta_L u \cdot n_L v \cdot n_L \, ds + \cos \theta_e \int_\Gamma \tau v \cdot n_L \, ds \quad (3.6)$$

in which the line force balance (2.10) is now “included”. Again, as noted above, we need more regularity than only $u, v \in X$ to guarantee that the quantities used in (3.6) are well-defined.

Remark 3.1. Note that the appearance of the term $\cos \theta_e \int_\Gamma \tau v \cdot n_L \, ds$ in (3.6) is due to the line force balance (2.10), which in general is different from prescribing a static contact angle. Though if $\beta_L = 0$, this is very close to a static contact angle model.

For a compact representation of the variational problem we introduce bi- and trilinear forms and linear functionals:

$$m(u, v) := \int_\Omega \rho u \cdot v \, dx,$$

$$a(u, v) := \frac{1}{2} \int_\Omega \mu D(u) : D(v) \, dx + \int_{\partial \Omega} \beta_S P_S u \cdot P_S v \, ds + \int_\Gamma \beta_L u \cdot n_L v \cdot n_L \, ds,$$

$$b(v, q) := - \int_\Omega (\text{div} v) q \, dx, \quad c(w; u, v) := \int_\Omega \rho (w \cdot \nabla) u \cdot v \, dx,$$

$$f_{\text{ext}}(v) := \int_\Omega \rho g \cdot v \, dx, \quad f_T(u, v) := - \int_\Gamma \sigma_T : \nabla_T v \, ds,$$

$$f_L(v) := \cos \theta_e \int_\Gamma \tau v \cdot n_L \, ds.$$

Remark 3.2. We comment on the surface tension force functional $f_T(u, v)$. First we consider $\sigma_T = \sigma_T^{HS} = \tau P_T$. Let $\text{id}_\Gamma$ be the identity on $\Gamma$, i.e. $\text{id}_\Gamma(x) = x$ for $x \in \Gamma$. From $\nabla \text{id}_\Gamma = \mathbf{I}$ and $\nabla_T = \text{id}_\Gamma \nabla$ we obtain the representation

$$f_T(u, v) = - \int_\Gamma \tau \nabla_T \text{id}_\Gamma : \nabla_T v \, ds =: f_T^0(v).$$
which is often used in the literature, e.g. [3, 9, 17, 18, 2, 22, 37]. A nice property of this surface tension representation is that curvature approximations are not (explicitly) needed. Note that in this case \( f_\Gamma \) depends only on \( v \), hence it is a linear functional. For the Boussinesq-Scriven surface tension tensor we get, cf. (2.3),

\[
 f_\Gamma(u, v) = -\int_\Gamma \sigma^0_\Gamma : \nabla v_\Gamma d_s - \int_\Gamma \sigma^{visc}_\Gamma : \nabla v_\Gamma ds
 = f^0_\Gamma(v) - \lambda_\Gamma \int_\Gamma (\text{div}_\Gamma u) P_\Gamma : \nabla v_\Gamma ds - \mu_\Gamma \int_\Gamma D_\Gamma(u) : \nabla v_\Gamma ds.
\]

This bilinear form is used in [34] for the numerical simulation of a two-phase flow problem with a viscous interface force (but without a contact line). Note that the viscous part results in a bilinear form, i.e. depends not only on \( u \) but also on \( v \). In the solution process this part is shifted to the left hand-side, i.e., it is added to the bilinear form \( a(\cdot, \cdot) \).

Although not explicit in the notation, the bi- and trilinear forms and functionals depend on \( t \), due to \( \Gamma = \Gamma(t) \), \( L = L(t) \), \( \rho = \rho(x, t) \), \( \mu = \mu(x, t) \). For any given \( t \in [0, T] \) let \( X_t \) be a (possibly large) dense subspace of \( X_0 \) such that the bi- and trilinear forms and functionals defined above are well-defined and continuous on \( X_t \). The derivation above, cf. (3.3) and (3.6), leads to the following variational formulation. Find \( u = u(\cdot, t) \in X_t, p = p(\cdot, t) \in Q \) such that for (almost all) \( t \in [0, T] \)

\[
 \begin{aligned}
 \int (m(\partial_t u, v) + c(u, u, v) + a(u, v) + b(v, p) = f_{\text{ext}}(v) + f_\Gamma(u, v) + f_L(v) \\
 b(u, q) = 0
\end{aligned}
\] (3.7)

for all \( v \in X_t, q \in Q \). The derivation above, combined with standard variational arguments yields that a sufficiently smooth solution pair \((u, p)\) of the variational problem (3.7) is a solution of the strong formulation (2.7)-(2.11). In this sense the variational problem (3.7) is consistent with the model (2.7)-(2.11). An interesting property of this formulation is that both curvature approximations and contact angle approximations are not needed. In the remainder of this paper we consider the variational problem (3.7). For the special case \( \sigma_\Gamma = \sigma^0_\Gamma \) with a constant \( \tau \), and with \( \beta_L = 0 \) in (2.5), a numerical discretization method of this variational problem based on an ALE approach is presented in [12, 11]. In the sections 4-8 we present an Eulerian finite element method for the discretization of (3.7). In the next subsection, we first derive an energy decay property.

### 3.1. Energy estimate.

An energy decay property of the weak formulation (3.7) is shown in this subsection. We assume that the surface tension coefficients \( \tau, \tau_1, \tau_2 \) are constant. We introduce some notation. The wall boundary part in contact with fluid \( i \) is denoted by \( \Gamma^{(i)}_S = \partial \Omega_i \cap \partial \Omega_S \). The area of the interfaces \( \Gamma(t) \) and \( \Gamma^{(i)}_S(t) \) is denoted by \( |\Gamma(t)| \) and \( |\Gamma^{(i)}_S(t)| \). The norm \( || \cdot || \) denotes the Euclidean vector norm. We define the energy

\[
 E_u(t) = \frac{1}{2} \int_{\Omega(t)} \rho ||u||^2 dx + \tau |\Gamma(t)| + \tau_1 |\Gamma^{(1)}_S(t)| + \tau_2 |\Gamma^{(2)}_S(t)|,
\]

which is the sum of kinetic and surface energies.
LEMMMA 3.1. We assume \( \mathbf{g} = 0 \), i.e., \( f_{\text{ext}}(\mathbf{v}) = 0 \). We consider \( \sigma_\Gamma = \sigma_\Gamma^{BS} \). Let \((\mathbf{u}, p)\) be a solution of (3.7) for \( t \in [0, T] \). The following holds:

\[
\frac{d}{dt} E_\mathbf{u}(t) = -\frac{1}{2} \int_\Omega \mu \text{tr}(\mathbf{D}(\mathbf{u})^2) \, dx + \lambda_\Gamma \int_\Gamma \text{tr}(\nabla_\Gamma \mathbf{u})^2 \, ds + \frac{1}{2} \mu_\Gamma \int_\Gamma \text{tr}(\mathbf{D}_\Gamma(\mathbf{u})^2) \, ds \\
+ \int_{\partial \Omega_S} \beta_S \| \mathbf{P}_S \mathbf{u} \|^2 \, ds + \int_L \beta_L (\mathbf{u} \cdot \mathbf{n}_L)^2 \, ds.
\]  

(3.8)

For \( \sigma_\Gamma = \sigma_\Gamma^0 \), the same relation holds, with \( \lambda_\Gamma = \mu_\Gamma = 0 \).

Proof. We choose \( \mathbf{u} \) as the test function in the first equation (3.7). From the second equation we get \( b(\mathbf{u}, p) = 0 \). We have

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega \rho \| \mathbf{u} \|^2 \, dx = \frac{1}{2} \sum_{i=1}^2 \frac{d}{dt} \int_{\Omega_i(t)} \rho \| \mathbf{u} \|^2 \, dx \\
= \frac{1}{2} \sum_{i=1}^2 \int_{\Omega_i(t)} \rho_i \frac{d}{dt} (\mathbf{u} \cdot \mathbf{u}) + \rho_i \mathbf{u} \cdot \nabla (\mathbf{u} \cdot \mathbf{u}) \, dx \\
= \int_{\Gamma} \mathbf{P}_\Gamma : \nabla_\Gamma \mathbf{u} \, ds \quad \text{for any matrix} \ \mathbf{A}. \quad \text{We obtain}
\]

\[
f_\mathbf{r}(\mathbf{u}, \mathbf{u}) = -\int_\Gamma \sigma_\Gamma^{BS} : \nabla_\Gamma \mathbf{u} \, ds \\
= -\tau \int_\Gamma \mathbf{P}_\Gamma : \nabla_\Gamma \mathbf{u} \, ds - \lambda_\Gamma \int_\Gamma (\text{div}_\Gamma \mathbf{u}) \mathbf{P}_\Gamma : \nabla_\Gamma \mathbf{u} \, ds - \mu_\Gamma \int_\Gamma \mathbf{D}_\Gamma(\mathbf{u}) : \nabla_\Gamma \mathbf{u} \, ds
\]

\[
(3.11)
\]

We consider the second term \( f_\mathbf{r}(\mathbf{u}, \mathbf{u}) \) for \( \sigma_\Gamma = \sigma_\Gamma^{BS} \). The case \( \sigma_\Gamma = \sigma_\Gamma^0 \) is a special case of this, with \( \lambda_\Gamma = \mu_\Gamma = 0 \). We use \( \text{div}_\Gamma \mathbf{u} = \text{tr}(\nabla_\Gamma \mathbf{u}) = \text{tr}(\mathbf{P}_\Gamma \nabla_\Gamma \mathbf{u}) = \mathbf{P}_\Gamma : \nabla_\Gamma \mathbf{u} \) and \( \text{tr}((A + A^T)A) = \frac{1}{2} \text{tr}((A + A^T)^2) \) for any matrix \( A \). We obtain

\[
f_\mathbf{r}(\mathbf{u}, \mathbf{u}) = -\int_\Gamma \sigma_\Gamma^{BS} : \nabla_\Gamma \mathbf{u} \, ds \\
= -\tau \int_\Gamma \mathbf{P}_\Gamma : \nabla_\Gamma \mathbf{u} \, ds - \lambda_\Gamma \int_\Gamma (\text{div}_\Gamma \mathbf{u}) \mathbf{P}_\Gamma : \nabla_\Gamma \mathbf{u} \, ds - \mu_\Gamma \int_\Gamma \mathbf{D}_\Gamma(\mathbf{u}) : \nabla_\Gamma \mathbf{u} \, ds
\]

\[
(3.11)
\]

where in the last equality we used \( \int_{\Gamma(t)} \text{div}_\Gamma \mathbf{u} \, ds = \frac{d}{dt} \int_{\Gamma(t)} 1 \, ds \). For treating the third term \( f_L(\mathbf{u}) \) we use Stokes theorem in the plane that contains the wall \( \partial \Omega_S \). The divergence operator in this plane is denoted by \( \text{div} \). Using \( \Gamma_S^{(1)} \subset \partial \Omega_S \) and \( L = \partial \Gamma_S^{(1)} \) we get

\[
f_L(\mathbf{u}) = \tau \cos \theta_e \int_L \mathbf{u} \cdot \mathbf{n}_L \, ds = \tau \cos \theta_e \int_{\Gamma_S^{(1)}} \text{div} \mathbf{u} \, ds \\
= \tau \cos \theta_e \frac{d}{dt} \int_{\Gamma_S^{(1)}} \text{div} \mathbf{u} \, ds
\]

\[
\frac{d}{dt} \int_{\Gamma_S^{(1)}} \text{div} \mathbf{u} \, ds = \tau \cos \theta_e \frac{d}{dt} \text{div} \mathbf{u} \, ds
\]

\[
(3.12)
\]

where \( \tau \) is the thickness of the wall.
In the last inequality we used Young’s relation $\tau \cos \theta = \tau_2 - \tau_1$ and $|\Gamma_S(1)(t)| + |\Gamma_S(2)(t)| = |\partial \Omega_S|$ is independent of $t$. Combination of (3.9),(3.10),(3.11) and (3.12) completes the proof. 

A similar result, for the case $\sigma_\Gamma = \sigma_\Gamma^D$, is derived in [7, 15]. The terms on the right hand-side in (3.8) have obvious interpretations: they correspond to bulk viscosity, interface viscosity and wall and contact line dissipation energies. From $\mu > 0$, $\lambda_\Gamma \geq 0$, $\beta_S \geq 0$, $\beta_L \geq 0$ it follows that there is energy decay.

REMARK 3.3. The condition $\lambda_\Gamma \geq 0$ may not be fulfilled in certain cases. In the literature, cf. [44] Sect. 4.9.5., also the weaker condition $\lambda_\Gamma \geq -\mu_\Gamma$ is used. One can show that if $\lambda_\Gamma \geq 0$ is replaced by $\lambda_\Gamma \geq -\mu_\Gamma$ one still has the energy decay property.

4. Level-set method. A key difficulty in the numerical simulation of two-phase flows is the numerical approximation of the (implicitly given) interface. Different techniques are available, cf. [18] for an overview. In the numerical method used in this paper we use the popular level set technique, which implicitly captures the position of $\Gamma(t)$. We will briefly introduce the method, and explain how one can approximate the interface $\Gamma$. We introduce a time-dependent level-set function $\phi(x, t)$ such that $\Gamma(t) = \{ (x, t) \mid \phi(x, t) = 0 \}$. This level set function is given for $t = 0$ (e.g. an approximate distance function to $\Gamma(0)$) and its evolution is determined by the linear transport equation

$$\frac{\partial \phi}{\partial t} + u \cdot \nabla \phi = 0. \quad (4.1)$$

On the sliding wall, for the fluid dynamics we have the no-penetration boundary condition $u \cdot n_S = 0$. Furthermore, the variational model (3.7) implicitly determines the movement of the contact line. From this it follows that for the level set equation we do not need any boundary condition for $\phi$ on $\partial \Omega_S$. Due to $u = 0$ on $\partial \Omega_D$ the same holds for the Dirichlet boundaries. It follows that for the level set equation we do not need any modifications for the moving contact line problem, compared to a two-phase problem without contact line.

For the space discretization of this equation we use a standard finite element approach, which we briefly outline. Let $\{ T_h \}_{h > 0}$ be a shape regular family of tetrahedral triangulations of the domain $\Omega$. For given boundary data $\phi_D$ on the inflow boundary $\partial \Omega_{in}$ we introduce the finite element space of piecewise quadratics:

$$V_h(\phi_D) = \{ \phi_h \in C(\Omega) \mid \phi_h|_T \in P_2 \text{ for all } T \in T_h, \phi_h = \phi_D \text{ on } \partial \Omega_{in} \}. \quad (4.2)$$

The level set equation is semi-discretized using the streamline diffusion finite element method (SDFEM): determine $\phi_h(\cdot, t) \in V_h(\phi_D)$ such that

$$\sum_{T \in T_h} \left( \frac{\partial \phi_h}{\partial t} + u \cdot \nabla \phi_h, v_h + \delta_T u \cdot \nabla v_h \right)_{L^2(T)} = 0 \quad \text{for all } v_h \in V_h(0), \quad (4.2)$$

where $\delta_T$ is the SDFEM stabilization parameter, cf. [35]. This parameter typically has the form $\delta_T = c \frac{h_T}{\max \{ |\nabla \phi_h| \in T \}}$ with $c_0 > 0$ and $c = \mathcal{O}(1)$. The fact that we use quadratic (instead of linear) finite elements is essential for an accurate approximation of surface tension forces [17]. The heuristic explanation for this is that in the surface tension force the curvature of $\Gamma(t)$ plays a key role and approximation of the curvature using piecewise linears for $\phi_h(\cdot, t)$ turns out to be too inaccurate. In the discretization of the surface and line forces $f_T$ and $f_L$ in (3.7), which is explained in section 7 below,
we need an explicitly accessible approximation of $\Gamma(t)$ and an approximation of the normal $n_\Gamma$. A crucial point in our approach is that the former is based on a piecewise linear interpolation of the piecewise quadratic function $\phi_h(\cdot, t)$, whereas for the latter we use the piecewise quadratic function. We give a more precise explanation of this approach. Computing (a parametrization of) the zero level of the piecewise quadratic function $\phi_h(\cdot, t)$ is computationally extremely expensive. Instead, we determine the piecewise linear interpolation of $\phi_h(\cdot, t)$ on the regularly refined triangulation $T_{h1}$, denoted by $I\phi_h(\cdot, t)$. The approximate interface is given by

$$\Gamma_h(t) := \{ x \in \Omega \mid I\phi_h(x, t) = 0 \}.$$  \hspace{1cm} (4.3)

This approximate interface is piecewise planar (consisting of triangles and quadrilaterals) and easy to determine. Under reasonable assumptions the estimate $\text{dist}(\Gamma, \Gamma_h) \leq ch^2$ holds, cf. [18]. The normals and corresponding projections needed in the numerical approximation of the force terms, cf. section 7, are determined as follows (we delete the dependence on $t$ in the notation):

$$\hat{n}_h := \frac{\nabla \phi_h}{\| \nabla \phi_h \|}, \quad \hat{P}_h = I - \hat{n}_h \hat{n}_h^T.$$ \hspace{1cm} (4.4)

This choice leads to significantly better results than using the normals to the piecewise planar approximation $\Gamma_h$.

Related to the numerical treatment of the level set function there are further important issues such as reinitialization (also called reparametrization) and volume correction. We do not treat these topics in this paper. For reinitialization we use a Fast Marching Method as presented in [39]. For volume correction we apply a simple shift technique. For more information about these methods we refer to [18].

5. Pressure discretization: stabilized $P_1$-XFEM method. In the two-phase problem the normal bulk stress tensor $\sigma_{\Gamma}$ is discontinuous across the interface $\Gamma$, cf. (2.8). This results in a pressure jump and a discontinuity in the velocity derivative across the interface. An accurate approximation of these discontinuities is a difficult task because, due to the use of the level set technique, the triangulation is not fitted to the (moving) interface. In particular the discontinuity in the pressure results in very large discretization errors (of order $\sqrt{h}$ in the $L^2$-norm) if standard finite element spaces are used. In recent years the XFEM technique has been successfully applied to deal with this problem. For an accurate pressure discretization we will use a $P_1$-XFEM known from the literature [20]. So far this method has been applied to two-phase flows without contact lines only. We apply this method without any modifications to the problem with a moving contact line. We briefly explain this stabilized XFEM method.

Let $\{ T_h \}_{h>0}$ be the same family of shape-regular tetrahedral triangulations as for the discretization of the level set equation. The space of piecewise linears is denoted by

$$Q_h := \{ q \in C(\Omega) : q|_T \in P_1 \text{ for all } T \in T_h \}.$$  

We introduce the subdomains

$$\Omega_{i, h} := \{ T \in T_h : \text{meas}_3(T \cap \Omega_i) > 0 \}, \quad i = 1, 2,$$

and the corresponding finite element spaces

$$Q_{i, h} := Q_h|_{\Omega_{i, h}} = \{ q \in C(\Omega_{i, h}) : q|_T \in P_1 \text{ for all } T \in \Omega_{i, h} \}, \quad i = 1, 2.$$
We define $\mathcal{T}_{h}^{\Gamma} := \{ T \in \mathcal{T}_{h} \mid \text{meas}_2(T \cap \Gamma_h) > 0 \}$, which is the set of elements intersected by $\Gamma_h$. The following sets of faces are needed in the stabilization procedure, cf. Fig. 5:

$$\mathcal{F}_i = \{ F \subset \partial T \mid T \in \mathcal{T}_{h}^{\Gamma}, F \not\subset \partial \Omega_{i,h} \}, \quad i = 1, 2,$$

and $\mathcal{F}_h := \mathcal{F}_1 \cup \mathcal{F}_2$. For each $F \in \mathcal{F}_h$, the unit normal with a fixed orientation is denoted by $n_F$.
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**Fig. 5.1.** The subdomain $\Omega_{1,h}$ (in blue), the set of faces $\mathcal{F}_1$ (in red) and the reconstructed interface $\Gamma_h$ (in purple).

A given pair $p_h = (p_{1,h}, p_{2,h}) \in Q_{1,h} \times Q_{2,h}$ may have two values for $x \in \mathcal{T}_{h}^{\Gamma}$. We define a uni-valued function $p_{i,h}^\Gamma(x) \in C(\Omega_1 \cup \Omega_2)$ by

$$p_{i,h}^\Gamma(x) = p_{i,h}(x), \quad \text{for } x \in \Omega_{i}.$$

The mapping $p_h \mapsto p_{i,h}^\Gamma$ is bijective. The $P_1$-XFEM space is defined by

$$Q_{1,h}^\Gamma := (Q_{1,h} \times Q_{2,h})/\mathbb{R} = \{ p_h \in Q_{1,h} \times Q_{2,h} \mid \int_{\Omega} p_{i,h}^\Gamma \, dx = 0 \}.$$  \hspace{1cm} (5.1)

Note that $\{ p_{i,h}^\Gamma : p_h \in Q_{1,h}^\Gamma \}$ is a subspace of the pressure space $Q$. The space $Q_{1,h}^\Gamma$ can also be characterized as a space obtained by adding certain discontinuous basis functions, with support in $\mathcal{T}_{h}^{\Gamma}$, to the original space $Q_h$. This explains the name “extended FEM”. Due to the very small areas of certain cut elements $T \cap \Omega_i$ a discretization in the space $Q_{1,h}^\Gamma$ may lead to instabilities in the discrete solution and/or very poor conditioning of the stiffness matrix, cf. [20, 33]. Recently, the following ghost-penalty stabilization for $P_1$-XFEM has been introduced [20]:

$$j(p_h, q_h) = \sum_{i=1}^{2} j_i(p_{i,h}, q_{i,h}), \quad p_h, q_h \in Q_{1,h} \times Q_{2,h},$$

$$j_i(p_{i,h}, q_{i,h}) = \mu_i^{-1} \sum_{F \in \mathcal{F}_i} h_F^3 \left( \left| \nabla_{F,1} \cdot n_F \right| \left| \nabla_{F,1} \cdot n_F \right| \right)_{0,F}, \quad \text{for } i = 1, 2,$$  \hspace{1cm} (5.2)

where $h_F$ is the diameter of the face $F$ and $|\nabla_{F,1} \cdot n_F|$ denotes the jump of the normal components of the piecewise constant function $\nabla_{F,1}$ across the face $F$. Below in section 8 we will use the space $Q_{1,h}^\Gamma$ for a conforming pressure discretization and modify the bilinear form by adding the stabilization term $\epsilon p_j(\cdot, \cdot)$ with the parameter
\( \epsilon_p > 0 \). Note that this is a consistent stabilization, in the sense that for a piecewise continuous pressure solution \( p \) (i.e., \( p|_{\Omega_r} \) is continuous) and for all \( q_h \in Q_h^T \) we have 
\( j(p, q_h) = 0 \).

Another XFEM stabilization approach is presented in [33]. In that method one deletes from the XFEM space all basis functions with a relatively very small support. In our experience the ghost penalty method performs better. Hence, in the numerical experiments we use the stabilization method based on (5.2).

6. Velocity discretization: Nitsche \( P_2 \)-FEM. As noted above, the discontinuity of \( \sigma n^T \) across the interface causes a discontinuity not only in the pressure but also in the derivative of the velocity, if \( \mu_1 \neq \mu_2 \). Hence, if \( \mu_1 \neq \mu_2 \) a standard \( P_2 \) finite element space for velocity discretization does not have optimal approximation properties. Numerical experiments [38, 18] have shown that in cases with small viscosity jumps often the velocity error in the \( P_2 \)-FEM space does not dominate the total discretization error. This explains why in practice the pair \( P_1 \)-XFEM (with stabilization) for pressure and \( P_2 \)-FEM for velocity is often used. In this paper we also use this pair, i.e., velocity is approximated in the finite element space

\[
X_h := \{ v \in C(\Omega) \mid v|_T \in (P_2)^3 \text{ for all } T \in T_h, \ v|_{\partial D} = 0 \}.
\] (6.1)

Note that this is not a conforming space, because the Navier boundary condition \( n_S \cdot v = 0 \) on \( \partial \Omega_S \) is not an essential boundary condition in the finite element space. Often the direct imposition of this condition is not easy to implement, especially when the normal \( n_S \) does not have the direction of a coordinate axis (e.g., an inclined wall or a curved boundary \( \partial \Omega_S \)). In this paper we show how one can use the Nitsche technique to weakly impose \( u \cdot n_S = 0 \) on the boundary \( \partial \Omega_S \) [19, 26].

For this Nitsche method we have to modify the bilinear form(s) used in the variational formulation. We recall the arguments used in section 3. Note that the test functions \( v \in X_h \) do not satisfy \( v \cdot n_S = 0 \). Following the arguments in section 3 we observe that (3.1) is still correct, but now the term \( \int_{\partial \Omega_S} (n_S \cdot \sigma n_S)(v \cdot n_S) \) does not vanish. This term can be written as

\[
\int_{\partial \Omega_S} (n_S \cdot \sigma n_S)(v \cdot n_S) \, ds = -\int_{\partial \Omega_S} p v \cdot n_S \, ds + \int_{\partial \Omega_S} \mu (n_S \cdot D(u)n_S)(v \cdot n_S) \, ds.
\]

The first term on the right hand-side will be added to the bilinear form \( b(\cdot, \cdot) \) and the second term will be added to \( a(\cdot, \cdot) \). Similarly following the arguments in the second step of integration by parts (starting from (3.4)) we observe that (3.5) is still correct, but now the term \( \int_L (n_S \cdot \sigma T_L)(v \cdot n_S) \) does not vanish. This term will be added to the contact line functional \( f_L \).

Hence, in the Nitsche method we introduce three modified bilinear forms:

\[
\tilde{b}(v, q) = b(v, q) + \int_{\partial \Omega_S} (v \cdot n_S)q \, ds,
\]

(6.2)

\[
\tilde{a}(u, v) := a(u, v) - \int_{\partial \Omega_S} \mu (n_S \cdot D(u)n_S)(v \cdot n_S) \, ds
\]

\[
- \int_{\partial \Omega_S} \mu (n_S \cdot D(v)n_S)(u \cdot n_S) \, ds + \frac{\alpha}{h} \int_{\partial \Omega_S} (u \cdot n_S)(v \cdot n_S) \, ds,
\]

(6.3)

\[
f_L(u, v) = f_L(v) + \int_L (n_S \cdot \sigma T_L)(v \cdot n_S) \, ds.
\]

(6.4)
In the bilinear form $\tilde{a}(\cdot, \cdot)$, besides the correction term $\int_{\partial\Omega_S} \mu(n_S \cdot D(u)n_S)(v \cdot n_S) \, ds$, there are two more terms in (6.3). The first one, $\int_{\partial\Omega_S} \mu(n_S \cdot D(v)n_S)(u \cdot n_S) \, ds$, is added to maintain symmetry. The second term $\frac{\alpha}{2} \int_{\partial\Omega_S} (u \cdot n_S)(v \cdot n_S) \, ds$ is a penalty term that enforces the no-penetration condition $u \cdot n_S = 0$ in a weak sense. The parameter $\alpha > 0$ is independent of $h$ and has to be taken sufficiently large. This penalty term is the usual one in Nitsche’s method and it is consistent in the sense that it vanishes if $u$ is the solution of the continuous problem (which satisfies $u \cdot n_S = 0$). Due to this we have that the error $(u - u_h, p - p_h)$ has the usual Galerkin orthogonality property w.r.t. $X_h \times Q_h^l$.

Using $\tau_L = \frac{|P_{nL}n_S|}{|P_{nL}n_S|}$ and $n_L = \frac{|P_{nL}n_F|}{|P_{nL}n_F|}$ the right-hand side in (6.4) can be rewritten and we obtain

$$\tilde{f}_L(u, v) = \cos \theta_c \int_L \tau \|P_Sn_F\|^{-1} v \cdot P_Sn_F \, ds + \int_L \|P_Ln_S\|^{-1} (n_S \cdot \sigma_Tn_S)(v \cdot n_S) \, ds. \quad (6.5)$$

In the latter representation the (only) geometric information we need in (7.1)-(7.2) is the location of the contact line $L$, the known normal $n_S$ and the surface normal $n_F$.

**Remark 6.1.** For the case $\sigma_T = \sigma_T^0 = \tau P_T$ the formula in (6.5) simplifies to

$$\tilde{f}_L(u, v) = \tilde{f}_L^0(v) := \cos \theta_c \int_L \tau \|P_Sn_F\|^{-1} v \cdot P_Sn_F \, ds + \int_L \|P_Ln_S\|^{-1} (n_S \cdot \sigma_Tn_S)(v \cdot n_S) \, ds. \quad (6.6)$$

**7. Discretization of force terms.** The interface and contact line forces are given by:

$$f_T(u, v) = -\int_T \sigma_T : \nabla_T v \, ds, \quad (7.1)$$

$$\tilde{f}_L(u, v) = \cos \theta_c \int_L \tau \|P_Sn_F\|^{-1} v \cdot P_Sn_F \, ds + \int_L \|P_Ln_S\|^{-1} (n_S \cdot \sigma_Tn_S)(v \cdot n_S) \, ds. \quad (7.2)$$

We discuss the discretization of these (bi)linear forms. The geometry $\Gamma = \Gamma(t)$ and $L = L(t)$ are approximated as explained in section 4. For the interface we use the approximation $\Gamma_h$ given in (4.3). For the contact line approximation we take $L_h := \Gamma_h \cap \partial \Omega_S$. Besides the known normal $n_S$, the only further geometric information we need in (7.1)-(7.2) is the surface normal $n_F$. This normal is approximated by $\hat{n}_h$, with corresponding projection denoted by $\hat{P}_h$, as in (4.4).

For the case $\sigma_T = \sigma_T^0 = \tau P_T$, cf. (6.6), we obtain the following discrete functionals, with $e_i$ the $i$th basis vector in $\mathbb{R}^3$:

$$\tilde{f}_L^0(u_h, v_h) = -\sum_{i=1}^3 \int_{\Gamma_h} \tau \hat{P}_h e_i \cdot \nabla (v_h) \, ds \quad (7.3)$$

$$\tilde{f}_L(u_h, v_h) = \cos \theta_c \int_{L_h} \tau \|P_S\hat{n}_h\|^{-1} v_h \cdot P_S\hat{n}_h \, ds + \int_{L_h} \tau \|P_Ln_S\|v_h \cdot n_S \, ds. \quad (7.4)$$

For the case $\sigma_T = \sigma_T^{BS}$ similar results are easily obtained. The resulting discrete bilinear forms are denoted by $f_T(u_h, v_h), \tilde{f}_L(u_h, v_h)$. 
8. Fully discrete problem. We apply a Rothe approach in which we first apply an implicit Euler method to the fully coupled system of level set and Navier-Stokes equations and then use the methods explained in the previous sections for a spatial discretization. Thus we obtain the following fully discrete problem, per time step. To simplify the presentation, we assume \( \delta_T = \delta_h \) for all \( T \in T_h \) in the SDFEM. Determine \((u_h^{n+1}, p_h^{n+1}, \phi_h^{n+1}) \in X_h \times Q_h^e \times V_h(\phi_D)\) such that

\[
m(t) \frac{u_{h}^{n+1} - u_{h}^{n}}{\Delta t}, v_h + \tilde{a}(u_{h}^{n+1}, v_h) + c(u_{h}^{n+1} ; u_{h}^{n+1}, v_h) + \tilde{b}(v_h, p_{h}^{n+1}, \Gamma) \\
+ \tilde{b}(u_{h}^{n+1}, \Gamma) + \epsilon_p \tilde{j}(p_{h}^{n+1}, q_h) = f_{\text{ext}}(v_h) + f_{\Gamma,h}(u_{h}^{n+1}, v_h) + \tilde{f}_{L,h}(u_{h}^{n+1}, v_h) \tag{8.1}
\]

for all \( v_h \in X_h, \; q_h \in Q_h^e \),

\[
\frac{\phi_{h}^{n+1} - \phi_{h}^{n}}{\Delta t} + u_{h}^{n+1} \cdot \nabla \phi_{h}^{n+1}, \psi_h + \delta_h u_{h}^{n+1} \cdot \nabla \psi_h)_{L^2(\Omega)} = 0, \; \forall \psi_h \in V_h(0). \tag{8.2}
\]

For the case \( \sigma_\Gamma = \sigma_\Gamma^e = \tau P_T \) the discrete force terms \( f_{\Gamma,h} \) and \( \tilde{f}_{L,h} \) depend only on \( v_h \) and are given in (7.3), (7.4). We emphasize that through the dependence of \( f_{\Gamma,h} \) and \( \tilde{f}_{L,h} \) on \( \Gamma_h = \Gamma_h(t) \), which is the zero level of \( I \phi_h(\cdot, t) \), there is a strong nonlinear coupling between the equations in (8.1) (fluid dynamics) and in (8.2) (interface and contact line dynamics). The decoupling of these two equations is a delicate issue. In the following, we describe two decoupling approaches we used in our simulations. In the first approach (weak coupling), we decouple the computation of (8.1) and (8.2) in each time step. In the second approach (strong coupling), the two equations are solved coupled together by a fixed point iterative method in each step.

**Weak coupling.** In each time step, we solve (8.1) and (8.2) to get \((u_h^{n+1}, p_h^{n+1})\) and \(\phi_h^{n+1}\) based on \(\phi_h^n\) and \(u_h^n\) from the previous time step. In each time step the two subproblems, Navier-Stokes for fluid dynamics and the level set equation for the interface dynamics, are decoupled. This approach is very simple and has relatively low computational costs per time step. In our experiments this weak coupling performs well in problems where the flow evolves to a stationary one and one is (mainly) interested in the stationary limit solution. In cases where the solution has a strong dependence on time, it is better to use the following strong coupling approach.

**Strong coupling.** In the strong coupling algorithm, per time step we solve (with a certain tolerance) the coupled system (8.1)-(8.2) for the unknowns \((u_h^{n+1}, p_h^{n+1}, \phi_h^{n+1})\). This is realized by a certain fixed point approach which iterates between the equations in (8.1) and (8.2). In this approach there is a special semi-implicit treatment of the surface tension force term \( f_{\Gamma,h}(u_{h}^{n+1}, v_h) \), with \( \Gamma = \Gamma(\phi_h^{n+1}) \), which is very important for the rate of convergence of this fixed point iteration. We do not explain this further here, but refer to [18] for more information on the fixed point iteration.

After \((u_h^{n+1}, p_h^{n+1}, \phi_h^{n+1})\) has been determined, it is checked whether a reinitialization or a volume correction of the level-set function \(\phi_h^{n+1}\) should be determined. Again, because it is outside the scope of this paper, we do not explain these methods, but refer to [18].

9. Numerical experiments. In this section we apply the solver, outlined in the sections above, to a few test problems. We restrict to the interface stress tensor \( \sigma_\Gamma = \sigma_\Gamma^e \), and for the contact line force \( f_L \) we restrict to \( \beta_L = 0 \), i.e., \( f_L = \tau \cos \theta_e \mathbf{n}_L \), cf. (2.5), except for the experiment in Section 9.3 where we also consider \( \beta_L > 0 \).

We summarize the main components of the solver:
We use a modified $P_2-P_1$ Hood-Taylor pair for the spatial discretization of the Navier-Stokes equation. The modification is that instead of $P_1$ for the pressure we use the stabilized $P_1$-XFEM discretization. We use a hierarchy of tetrahedral grids, which are locally refined close to the (moving) interface.

- We use the level set method for interface capturing. For the spatial discretization of the level set equation we use a standard streamline diffusion FEM (SDFEM) with $P_2$ finite elements. In this level set method it is essential to use a suitable reparametrization technique (which is not explained in this paper).

- For the evaluation of surface tension and contact line forces we use a piecewise linear reconstruction of the interface. These forces are discretized as in (7.3), (7.4).

- We use Nitsche’s method for handling the Navier boundary condition, resulting in a modified bilinear form as in (6.3).

In the test problems considered in section 9.1 we use the weak coupling in the time integration, whereas in all other test problems we use the strong coupling.

### 9.1. Static droplet on a plate

In two-phase incompressible flow simulations without contact line, a system with a static droplet is often used as a first test for the accuracy of the two-phase flow solver. In this basic test problem the quality of the discretization of surface tension forces and of the discontinuous pressure solution can be verified. We consider such a static droplet problem with contact line. The test problem has a static droplet with radius $R = 0.1$ on a planar surface in a cubic domain $\Omega = (0, 0.5)^3$. The initial contact angle $\theta_0$ is set to equal to the prescribed equilibrium angle $\theta_e = 60^\circ$. We assume a constant surface tension coefficient $\tau = 0.5$. The densities and viscosities of both fluids are set to 1, and we set gravity to 0. On the whole boundary we assume a Navier slip condition with $\beta_S = 0.05$.

This problem has the stationary solution

\[ u^* = 0 \text{ in } \Omega_1 \cup \Omega_2, \quad p^* = \begin{cases} c_0 + k_{\text{const}} & \text{in } \Omega_1 \\ c_0 & \text{in } \Omega_2 \end{cases} \]

where $k_{\text{const}} = \frac{2\tau}{\pi^2} = 10$. Due to the discretization of the surface tension forces and the approximation of the pressure solution $p^*$ in the finite element space spurious velocities will appear. The accurate Laplace-Beltrami approach in the discretization (7.3) and the use of the XFEM method for the pressure approximation result in very small spurious velocities. In Figure 9.1 and Figure 9.2 we illustrate the sharp pressure jump.

We investigate the convergence behavior of the discrete solution pair $(u_h, p_h)$. Results are presented in the table 9.1. The initial level 0 grid is obtained from a uniform tetrahedral grid that has only 5 vertices (4 intervals) on each edge of the cube $\Omega$, which is then locally refined once close to the interface. Hence, on level 0, the tetrahedra close to the interface have edges of length $0.5 \times (\frac{1}{5})^3 = \frac{1}{125}$. An increase in the level number (first column) in this table corresponds to a local refinement close to the interface of the tetrahedral grid (i.e. one regular local refinement followed by a correction step for elimination of hanging nodes). In Figure 9.1 a cross section of the level 4 mesh is shown. One important contribution of this paper is the application of the stabilized XFEM method to this problem class. From experiments it follows that the behavior of this method is very satisfactory. In particular, there is no strong sensitivity with respect to the choice of the stabilization parameter $\epsilon_p$ in (8.1). To
Fig. 9.1. A cross section of the pressure approximation on a locally refined mesh.

Fig. 9.2. The pressure jump is visualized by scaling in the normal direction of the cross section.

Illustrate this we present results for $\epsilon_p = 1$ and for $\epsilon_p = 0.01$. For these two values of $\epsilon_p$ the discrete velocities do not show significant differences and therefore we only show the errors for the case $\epsilon_p = 1$. We observe only a mild deterioration of the pressure quality if the stabilization parameter is reduced from $\epsilon_p = 1$ to $\epsilon_p = 0.01$. 
Mesh level  $\|e_u\|_{L^2, \epsilon_p = 1}$  order  $\|e_p\|_{L^2, \epsilon_p = 1}$  order  $\|e_p\|_{L^2, \epsilon_p = 0.01}$  order

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.79E-5</td>
<td>–</td>
<td>5.37E-3</td>
<td>–</td>
</tr>
<tr>
<td>1</td>
<td>1.54E-5</td>
<td>2.14</td>
<td>1.24E-3</td>
<td>2.13</td>
</tr>
<tr>
<td>2</td>
<td>3.18E-6</td>
<td>2.28</td>
<td>3.88E-4</td>
<td>1.87</td>
</tr>
<tr>
<td>3</td>
<td>7.33E-7</td>
<td>2.12</td>
<td>8.53E-5</td>
<td>1.99</td>
</tr>
<tr>
<td>4</td>
<td>1.60E-7</td>
<td>2.12</td>
<td>8.53E-5</td>
<td>1.99</td>
</tr>
<tr>
<td>5</td>
<td>4.08E-8</td>
<td>2.05</td>
<td>5.78E-6</td>
<td>1.93</td>
</tr>
<tr>
<td>6</td>
<td>1.00E-8</td>
<td>2.03</td>
<td>1.57E-6</td>
<td>1.89</td>
</tr>
</tbody>
</table>

Table 9.1

Convergence behavior for a static droplet on a plate with $\theta_e = 60^\circ$ and different values $\epsilon_p = 1,10^{-2}$ in the XFEM stabilization.

An important conclusion is that these results show a very good agreement with results from a similar experiment without a contact line, see subsection 7.10 in [18]. Hence, the numerical treatment of the contact line force and of the Navier boundary condition is satisfactory (in this test problem).

The (very small) errors in velocity are caused by spurious velocities close to the interface. The suboptimal order of convergence in velocity is caused by the errors in the discretization of the surface tension force [16]. As a further error measure we determine a numerical contact angle $\theta_h$ and compare it to the exact one, $\theta_e$. The numerical contact angle $\theta_h$ is defined as the average of the local (per tetrahedron) approximate angles that are obtained from the level set function normals (4.4). In a similar way a discrete radius $r_h$, which approximates $r$, is determined. The results are given in Table 9.2 and show (approximately) the expected second order convergence.

| Mesh level | $|\theta_h - \theta_e|/\theta_e$ | order | $|r - r_h|/r$ | order |
|---|---|---|---|---|
| 0 | 3.07E-2 | – | 1.44E-2 | – |
| 1 | 1.06E-2 | 1.53 | 3.42E-3 | 2.08 |
| 2 | 2.46E-3 | 2.11 | 8.16E-4 | 2.07 |
| 3 | 4.75E-4 | 2.37 | 2.09E-4 | 1.97 |
| 4 | 1.31E-4 | 1.85 | 5.19E-5 | 2.01 |

Table 9.2

Errors in approximation of contact angle $\theta$ and radius $r$.

9.2. A droplet sliding to equilibrium state. We extend the previous test case in section 9.1 to a non-stationary problem. We take the same setup as described in section 9.1 except that we take the initial contact angle $\theta_0 = 90^\circ$ and take different equilibrium contact angles $\theta_e \neq \theta_0$. We consider the three cases $\theta_e = 30^\circ$, $\theta_e = 60^\circ$ and $\theta_e = 120^\circ$, cf. Figure 9.3. When we release the droplet with initial contact angle $\theta_0$ it will spread or contract to a spherical cap with contact angle $\theta_e$.

The time dependent solution of this problem converges to a static state, which is known (essentially the same as in the static droplet case). Note that in this test case we have an evolving interface (and contact line) and thus the level set method and its coupling with the Navier-Stokes equations play a key role.

By using conservation of volume of the droplet, we can calculate the radius of the droplet $R$ and the radius $r$ of the circle inside the contact line at the static state. For
the 3D case we thus obtain, with $R_0$ the droplet radius at $t = 0$:

$$R = R_0 \sqrt[3]{\frac{2}{2 - 2 \cos \theta_e - \sin^2 \theta_e \cos \theta_e}}, \quad r = R \sin \theta_e. \quad (9.1)$$

(In [10] the 2D analogon of this formula is given).

We perform a simulation until the equilibrium is reached (approximately). For the numerical equilibrium solution we determine a numerical contact angle $\theta_h$ and discrete radius in the same way as in the static droplet case above. The corresponding (relative) errors on mesh level 1, which has the same resolution as the level 1 mesh in the previous experiment, are shown in table 9.3. We note that in this experiment, due to the dynamics of the interface, the locally refined grid is changing in time during the simulation (local grid refinement and coarsening).

| $\theta_e$ | $\theta_h$ | $|\theta_h - \theta_e|/\theta_e$ | $r$ | $r_h$ | $|r_h - r|/r$ |
|---|---|---|---|---|---|
| 30° | 29.77° | 7.7E-3 | 0.169384 | 0.169425 | 2.42E-4 |
| 60° | 59.74° | 4.3E-3 | 0.127619 | 0.127408 | 1.65E-3 |
| 120° | 119.6° | 3.3E-3 | 0.0732716 | 0.0733349 | 8.15E-3 |

Table 9.3

Errors in contact angle $\theta_e$ and radius $r$ for three cases on the level 1 mesh.

Comparing the results in Table 9.3 with the level 1 results in Table 9.2, we see that the errors have the same order of magnitude. The errors in velocity and pressure for the numerical equilibrium solution on mesh level 1 are $\|e_u\|_{L^2} = 2.03E-6$ and $\|e_p\|_{L^2} = 1.13E-3$. These are of the same order of magnitude (or even smaller) as the level 1 errors in Table 9.1. From this we conclude that these results for the time dependent simulation are very satisfactory. Under mesh refinement we observe convergence which, however, does not show a regular second order behavior. This is caused by an undesirable behavior of the reparametrization and volume correction method, which is not addressed in this paper.

9.3. Dynamics of sliding droplets. In this experiment we illustrate an important difference between the models with $\beta_L = 0$ and $\beta_L > 0$ in (2.5) (or in the contact line balance equation (2.12)), which is also noted in the papers [7, 12].

The test problem that we consider has a droplet with radius $R = 0.1$ at $t = 0$ on a planar surface in a cubic domain $\Omega = (0,0.5)^2$. We take the initial contact angle $\theta_0 = 90^\circ$ and an equilibrium contact angle $\theta_e = 60^\circ$. We assume a constant surface tension coefficient $\tau = 0.4$. The initial velocity is $\mathbf{u} = 0$. Densities and viscosities are taken as $\rho_1 = \mu_1 = 2$, $\rho_2 = \mu_2 = 1$. On the whole boundary we assume a Navier slip condition with $\beta_S = 0.5$. 
We performed a droplet spreading simulation on 4 mesh levels. The setup of mesh levels is the same as in section 9.1. For $\beta_L$ we take the values $\beta_L = 0$ and $\beta_L = 20$. We consider the dynamics of the (numerical) contact angle $\theta_h$ and the (numerical) contact radius $r_h$. Results are shown in Figure 9.4 and Figure 9.5. Note that different colors correspond to different mesh levels. The results for the model with $\beta_L = 0$ are plotted with dashed lines, and the results for $\beta_L = 20$ with solid lines.

![Fig. 9.4](image1.png)

**Fig. 9.4.** Numerical contact angle $\theta_h(t)$ on different mesh levels for $\beta_L = 0$ and $\beta_L = 20$.

![Fig. 9.5](image2.png)

**Fig. 9.5.** Numerical contact radius $r_h(t)$ on different mesh levels for $\beta_L = 0$ and $\beta_L = 20$.

In Figure 9.4 we observe that the dynamics of the contact angle in the GNBC model ($\beta_L = 0$) has a strong mesh-dependent behavior at the beginning of the simulations, in agreement with the results in [7, 12]. This is due to the fact that the GNBC model is essentially a quasi-static contact angle model. For $\beta_L = 20$ we observe a regular convergence (for decreasing mesh size) of $\theta_h(t)$ to a contact angle $\theta(t)$ with a smooth dynamics. For the contact radius $r_h(t)$ we observe convergence (for decreasing mesh size) to a smoothly varying limit solution $r(t)$ in both cases $\beta_L = 0$ and $\beta_L = 20$. We obtain accurate numerical simulation results for both models, within our unified simulation framework. As emphasized before, we do not address the quality and range of validity of the two models ($\beta_L = 0$ and $\beta_L = 20$).
9.4. Couette flow. In this section we do a further validation of the solver by considering a two-phase Couette flow in a three-dimensional channel $[0, L_x] \times [0, L_y] \times [0, L_z]$ with moving contact lines. In the first experiment, the two fluids are separated by two different interfaces, whereas in the second experiment, cf. Figure 9.8, there is only one interface between the fluids. The upper and lower boundaries are walls that move with velocity $U_{wall}$ and $-U_{wall}$ in $x$-direction, respectively.

We show results of two types of numerical experiments. First we present results obtained with our solver and study grid convergence by using a reference solution that is obtained by applying the solver on a very fine grid. In the second experiment we compare the simulation results of our solver with molecular dynamics simulation results from the literature. In both cases, we set $\theta_0 = \theta_c = 90^\circ$.

Convergence study with a fine mesh reference solution. The setup is as described above, with a Navier boundary condition on the upper and lower (moving) boundaries, a periodic boundary condition on left and right boundaries and a symmetry boundary condition in $y$ direction. We take length $L_x = 1$, width $L_y = 0.2$ and height $L_z = 0.4$.

The initial velocity is $\mathbf{u} = 0$. Densities and viscosities are taken as $\rho_1 = \mu_1 = 3$, $\rho_2 = \mu_2 = 1$. The slip coefficient in the effective wall force $f_S$ is set to $\beta_S = 1.2$ and the surface tension coefficient is $\tau = 5.5$. These two parameter values are the same as in the MD simulations from [27], which are considered in the next experiment. In this test, we take an initial uniform tetrahedral triangulation with 5 vertices (4 intervals) on the edges of the channel in $x$-direction, 3 vertices (2 intervals) on the edges in $z$-direction and 2 vertices (1 interval) on the edges in $y$-direction. We use uniform refinement. The (technical) reason for this is that with uniform refinement the interpolation of coarse grid functions to finer grids is obvious and there are no interpolation errors. For $t = 0.032$ we compute a reference solution $\mathbf{u}^{Ref}$ on the tetrahedral triangulation obtained after 5 refinements of the initial one. We use such a short time interval $[0, 0.032]$ due to computational limitations for computing the reference solution on the five times refined triangulation. For $t = 0.032$ the velocity solution as a size $\|\mathbf{u}^{Ref}\|_{L^2} = 8.76E-2$. The velocity errors on coarser grids (for $t = 0.032$) are shown in Table 9.4. We observe that on average we get a close to 1.5 order of convergence for the velocity. Furthermore, note that after one refinement we have a relatively coarse mesh but already a rather accurate numerical solution.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>$|\mathbf{u}^{Ref} - \mathbf{u}<em>h|</em>{L^2}$</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8.6e-3</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>2.5e-3</td>
<td>1.8</td>
</tr>
<tr>
<td>2</td>
<td>1.3e-3</td>
<td>0.94</td>
</tr>
<tr>
<td>3</td>
<td>4.4e-4</td>
<td>1.6</td>
</tr>
</tbody>
</table>

*Table 9.4: The convergence behavior of velocity.*

To illustrate this, in Figure 9.6, we show a line plot of the $x$-velocity in $x$-$z$ plane at $y = 0.1$ from the point $(x, z) = (0, 0)$ to the point $(x, z) = (1, 0.4)$ for the reference mesh and the level 1 mesh. In Figure 9.7, we show a cross section at $y = 0.1$ of the computed solution on a 2 times refined triangulation at $t = 0.032$.

Comparison with molecular dynamics simulation. We performed a second numerical simulation experiment for the Couette flow in which results are compared
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Fig. 9.6. The velocity in x direction from the point (x, z) = (0, 0) to the point (x, z) = (1, 0.4) in x-z plane at t=0.032.

Fig. 9.7. The Couette flow at t=0.032, 2 times refined triangulation.

with MD simulations in [27].

The MD setup from [27] is shown in Figure 9.8. It is a 3D channel with length $L_x = 163.5\sigma$, width $L_y = 6.8\sigma$ and height $L_z = 13.6\sigma$, where $\sigma$ is the relevant unit (a microscopic length scale in the MD simulation). Note that opposite to the previous experiment, there is one interface between two immiscible fluids in the middle of the channel. The density of the two fluids are $\rho_1 = \rho_2 = 0.81m/\sigma^3$ and their viscosities are $\mu_1 = \mu_2 = 1.95\sqrt{m\epsilon/\sigma^2}$, where $m$ and $\epsilon$ are suitable mass and energy scales in the MD simulation. From now on we delete the units. The slip coefficient in the effective wall force is set to $\beta_S = 1.2$. The surface tension is $\tau = 5.5$. The wall velocity is $U_{wall} = 0.25$. In this system a steady state is reached as illustrated in Fig. 9.8.

The MD simulations provide velocity profiles, which will be compared with the numerical simulations by our finite element method. In our simulations we take the channel given by $(-L_x/2, L_x/2) \times (0, L_y) \times (0, L_z)$, and we use a periodic boundary condition in the y-direction. On the left and right boundary, we take Dirichlet boundary condition given by $u(y, z) = \frac{2U_{wall}(z-L_z/2)}{L_z+2s}\mathbf{e}_1$, for $(y, z) \in (0, L_y) \times (0, L_z)$, where
Fig. 9.8. The MD Couette flow setup in [27].

\[ l_s = \mu / \beta \]

is the slip length. In this test, we take an initial tetrahedral triangulation with 11 vertices (10 intervals) on the edges of the channel in \( x \)-direction, 5 vertices (4 intervals) on the edges in \( z \)-direction and 3 vertices (2 interval) on the edges in \( y \)-direction, and we apply 3 adaptive refinements near the interface.

Numerical results for the computed equilibrium solution are shown in Fig. 9.9. We show the profile of the relative velocity in \( x \)-direction \( u_1/U_{wall} \), where \( u_1 \) denotes the \( x \)-component of velocity. The profiles are shown for \( u_1(x, \frac{1}{2}L_y, z_j) \), with \( x \in [-25, 25] \), \( z_1 = 0.425 \) (green/bottom), \( z_2 = 2.125 \) (black), \( z_3 = 3.825 \) (blue) and \( z_4 = 5.525 \) (red/top). The empty symbols show the results from MD simulations and the filled symbols with solid lines show the results by our FEM method. We observe a good agreement between the two sets of simulation results. Note that differences may be due not only to numerics but also to modeling discrepancies. Near the wall boundary, at \( z_1 = 0.425 \) (bottom curve), the \( x \)-velocity \( u_1(x, \frac{1}{2}L_y, z_1)/U_{wall} \) is close zero for \( x \) close to the contact line, which implies that the fluids slip there (note that the wall moves).

Fig. 9.9. Comparisons of MD simulations and the sharp-interface model simulations.

10. Conclusion and outlook. We presented a general variational formulation for a class of two-phase sharp interface models with moving contact lines in which the interface and contact line force balances are treated as natural conditions. A level set based finite element discretization method is treated. A unified approach for discretization of different interface stress tensors \( \sigma \) and contact line forces \( f_L \) is discussed. The stabilized XFEM method, recently introduced in [20] for a stationary two-phase Stokes problem, is applied for this two-phase flow problem with moving contact lines. The Nitsche method is used for a flexible and accurate handling of the Navier boundary condition. A further study of these methods by numerical analyses,
application to more challenging applications and comparison with other numerical approaches is planned. We also consider a systematic model validation, using the finite element solver presented in this paper, as an interesting topic for further research.
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