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Abstract. We present a combination of multiderivative Runge-Kutta methods and a hybridized discontinuous
Galerkin (HDG) method. Multiderivative Runge-Kutta methods employ additional time derivatives of the unknown
to achieve, with the same number of stages, a higher order of temporal accuracy than standard Runge-Kutta meth-
ods. A way how to incorporate these derivatives into the discretization is described. In order to validate the method
we show numerical results for the linear advection equation.
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1 INTRODUCTION

The discontinuous Galerkin (DG) method is a popular scheme for high-order CFD. If implicit time-stepping methods
are used, a large number of globally coupled unknowns arises making the method rather costly. However, the
cost can be reduced by using hybridized DG methods (HDG) [1, 2, 3]. These methods introduce an additional
hybrid variable on cell interfaces, allowing the system to be rewritten in such a way that it is coupled globally only
through these new unknowns [1]. HDG can significantly reduce the number of globally coupled unknowns especially
for polynomials of high degree p. Due to the implicit nature of the HDG method it is required to use implicit
time-stepping methods. In previous works diagonally implicit Runge-Kutta (DIRK) and backward differentiation
formulae (BDF) have been used [4, 5]. However, BDF schemes suffer from stability degradation when the order of
accuracy is increased. Stable DIRK methods can be constructed for arbitrary orders, but this comes at the cost of
additional stages, increasing the computational complexity of DIRK methods.

An interesting class of time integrators are multiderivative Runge-Kutta schemes [6, 7]. In contrast to classical
methods, higher time-derivatives are incorporated in the formula to increase its temporal accuracy. Explicit multi-
derivative methods have shown to be a feasible alternative to classical time integrators for high-order methods such
as DG [6]. We present an approach to couple the HDG method to implicit multiderivative Runge-Kutta methods
for the linear advection equation. Afterwards, numerical results are presented to show stability and accuracy of the
method.
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2 NUMERICAL METHOD

In this section, we describe two different two-derivative Runge-Kutta (TDRK) methods. Afterwards we introduce
an HDG method employing TDRK methods for the linear advection equation

ug + V- (éu) =0, V(z,t) € Q x[0,T] (D
u(z, 0) = up(z) Vo € ) (2)

on an open bounded domain {2 C R2. Here, u is a scalar unknown, ¢is a given vector and ug(x) is an initial datum.
We assume that the equation is equipped with appropriate boundary conditions.

2.1 Two-derivative Runge-Kutta methods
As a starting point, we consider an ordinary differential equation (ODE)

v =), v =w, >0 .

Common integrators approximate y(t) only using f(y). For Runge-Kutta methods, the order of accuracy is increased
by introducing additional stages. This causes a substantial growth in terms of computational cost since each stage
requires solving a system of (nonlinear) equations.
Instead of adding stages, it is possible to consider additional derivatives of y (or f, respectively). In case of the ODE
(3) the second time derivative can be expressed by

o (;y@)) = D) = o) ') = F&) - ') = o(y). @

The actual time derivative is replaced by the derivative of the right hand side of the ODE. Runge-Kutta methods
employing one additional derivative are called two-derivative Runge-Kutta methods. For an r-stage TDRK method
the solution at each time step is given by

= g ST 0 + AR ST H0), R
i=1 =1
where the solution at each stage ¢ is given by
= B ) + A3 ol ) ®
j=1 j=1

The index n indicates the current time t" = nAt where At is the time step size. Only two-stage TDRK methods
are used in this work, i.e. r = 2.
In the setting of the linear advection equation the functions f and g are given by

flu) ==V -(cu), g(u):=V-(CVu). (7

The additional time derivative has been replaced using Cauchy-Kovalevskaja’s procedure [6]. The unknown is called
u here to indicate that it is the solution of a partial differential equation (PDE) and not of an ODE. The matrix C
depends on the vector ¢ through C = &7 .

The coefficients can be presented in an extended Butcher tableau (cf. Table 1) similar as for standard Runge-Kutta
methods. The nonzero structure determines whether a two-derivative method is explicit or implicit. We focus on
two different two-stage two-derivative methods that are third (TDRK3) and fourth (TDRK4) [7] order accurate. The
coefficients of both methods are given in Table 1. For both schemes the first stage is explicit and only the second
stage is implicit. The TDRK3 method is A- and L-stable while the TDRK4 method is A- but not L-stable. A more

detailed description of two-derivative Runge-Kutta methods can be found in [6, 7], for example.

2.2 Hybridized discontinuous Galerkin method

For the spatial discretization the domain €2 has to be partitioned into IV disjoint elements

N
0= U Q. (®)
k=1
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Table 1: Extended Butcher tableau and coefficients of the third (TDRK3) and fourth (TDRK4) order two-derivative
Runge-Kutta methods (from left to right).

1 1 2 2
ak NI N N N
TR e s et
1 2 1 1 1 1 1
IZR S 5 310 4 3 3% %

We refer to edges of two intersecting elements and elements intersecting the domain boundary J€2 with ej.. The set
of all edges is I" and the number of edges is given by N := |T'|. On these edges we define a new hybrid unknown A.
As uy, contains the expression V - (CVu), we treat the ocurring derivative as an additional unknown ¢ := Vu.
For the description of the method we need the following function spaces

Hp, = {f € L*(Q) | fia, €T’(Q) Vk=1,...,N}? €))
Vi ={f € L*(Q) | fio, €TP(Q) Vk=1,...,N} (10)
My = {f € L*(D) | fio, €P(er) Vk=1,...,N, e, €T} (1

where II? is the space of polynomials up to degree p. Then, to solve equation (6) for TDRK3 or TDRK4 one seeks
for functions (op, up, An) € Hp x Vi, x M}, such that

(o7 = vl 7)) = () = w7y .n>mk —0 YmeH, (12

(@ —up)even) + 3 |- (atal) () + A6l g, o)), Vion )
j=1

+ <(Ata§]1-)f(j) + AtZaZ(-?)g(j)) -n, (p;>aﬂ ] =0 Vo, eV, (13)

k

(I8P FOT npn) =0 Ve My (14

holds with f and g as described in equation (7). Here, (-, -) is the inner product on elements and (-, -) 5, and (-, )1
refer to the inner product on edges. Fluxes over edges have been replaced by numerical fluxes

FO = f) = o =T yn g9 1= g0 0T + B = uf ). (15)

with positive parameters « and 3 that are chosen to ensure stability. A minus superscript indicates that the variable
is evaluated at the element’s interior.

The discretization in equation (12)—(14) looks similar to standard DG discretizations. However, u, and o, are only
evaluated locally on each element. The coupling between elements is solely realized by the hybrid variable Aj,. This
allows to rewrite the discrete system, such that it is only globally coupled in Ay, using static condensation [1]. A
more elaborate description of the HDG method is given in previous papers, e.g. see [1, 2, 3].

3 NUMERICAL RESULTS FOR THE LINEAR ADVECTION EQUATION

We present some results of the method applied to the linear advection equation (1). The vector &is set to &= (1,1)7.
Then, the matrix C has entries equal to one everywhere. The linear advection equation is solved on Q = (—1,1)?
for a final time 7" = 0.5. The domain is discretized using a triangular mesh and the time step on the coarsest mesh
is At = 0.1. The coarsest mesh consists of 8 elements. Initial data and boundary conditions are chosen such that
the exact solution is

u(z,y,t) = sin(n(z +y — 2t)). (16)

In Figure 1 the error over the element size h for polynomials of degree p = 3 and the number of system assemblies
is shown. Both TDRK methods show good approximation properties and achieve the expected order of convergence
in time. The errors of the TDRK methods are comparable to DIRK and BDF methods. The error of the third order
TDRK methods is between the errors of BDF3 and a third order DIRK method with three stages. The errors of the
fourth order methods almost coincide as can be seen in Figure 1a.

We measure the costs of the methods as number of assemblies of the system arising from Newton’s method because
this is the most expensive step. The BDF3 method is less expensive than the DIRK methods as can be seen in Figure
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(a) Error at the end of the simulation. (b) Number of system assemblies.

Figure 1: Errors for different time integrators on different meshes.

1b. It is a drawback of the DIRK methods the system has to be solved in each stage. The TDRK methods have the
fewest system assemblies since the first stage is explicit and no startup phase with another method is needed. During
the start-up phase of BDF3 we use BDF2 with a smaller time step size.

4 CONCLUSION AND OUTLOOK

We have presented a hybridized discontinuous Galerkin method for time-dependent problems. In contrast to ear-
lier publications [4, 5] a two-derivative Runge-Kutta method is applied for time integration. The arising system of
equations requires the approximation of additional spatial derivatives. This can be incorporated in the HDG approx-
imation in a stable manner. The numerical results reflect the stability and accuracy of the method. The number of
system assemblies is similar to BDF methods and much lower than for DIRK methods. Thus, the multiderivative
methods are promising candidates for high-order time integration.

Future work will extend the formulation to nonlinear equations such as the Euler or Navier-Stokes equations. More-
over, the efficiency of two-derivative Runge-Kutta methods compared to multistep and common Runge-Kutta meth-
ods has to be evaluated in more detail.
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